
 

 

Summary of Formulas and Tests 

Continuous data.  Compare means of two populations (first row is for the mean of one population).  Each can be either a one or two tailed test. 

Assumptions Paired Sections 
Analysis/ 

Test 
Confidence interval Test statistic SE Table 

Table info  
needed 

Normal 
distribution or 
large sample 

–   6.2 – 6.5 𝑡 𝜇 = 𝑦̅ ± 𝑡 ⋅ 𝑆𝐸𝑌̅ 𝑡𝑠 =
𝑦̅ − 𝑦̅𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑

𝑆𝐸𝑌̅
 

𝑠

√𝑛
= √

 𝑠2

 𝑛 
 4 𝑑𝑓 = 𝑛 − 1 

Normal 
distribution or 
large samples 

No 

6.6 – 6.7 
7.1 – 7.2 

7.5   
𝑡 

𝜇1 − 𝜇2 = 

(𝑦̅1 − 𝑦̅2) ± 𝑡 ⋅ 𝑆𝐸𝑌̅1−𝑌̅2
 

𝑡𝑠 =
(𝑦̅1 − 𝑦̅2) − 0

𝑆𝐸𝑌̅1−𝑌̅2

 √
𝑠1

2

𝑛1
+

𝑠2
2

𝑛2
= √𝑆𝐸1

2 + 𝑆𝐸2
2 4 

𝑑𝑓 from 
(6.7.1) 

None 7.10 
Wilcoxon- 

Mann- 
Whitney 

– 𝑈𝑠 = max (𝐾1, 𝐾2) – 6 
𝑛 and 𝑛′  

where 𝑛 ≥ 𝑛′  

Normal 
distribution or 
large samples 

Yes 

8.2 Paired 𝑡 𝜇𝐷 = 𝑑̅ ± 𝑡 ⋅ 𝑆𝐸𝐷̅ 𝑡𝑠 =
𝑑̅ − 0

𝑆𝐸𝐷̅
 

𝑠𝐷

√𝑛𝐷
= √

𝑠𝐷
2

𝑛𝐷
 4 𝑑𝑓 = 𝑛𝐷 − 1 

None 

8.4 Sign – 𝐵𝑠 = max (𝑁+, 𝑁−) – 7 𝑛𝐷 

8.5 
Signed- 

Rank 
– 𝑊𝑠 = max(𝑊+, 𝑊−) – 8 𝑛𝐷 

 

Continuous data.  Determine whether there is linear correlation between two variables, finding the slope for the line that fits the data. 

Test whether  
𝜌 = 0 

–   12.2 𝑡 Not covered–optional 𝑡𝑠 = 𝑟√
𝑛 − 2

1 − 𝑟2
 –  4 𝑑𝑓 = 𝑛 − 2 

Test whether 
𝛽1 = 0          

–   12.2 – 12.5 𝑡 𝛽1 = 𝑏1 ± 𝑡 ⋅ 𝑆𝐸𝑏1
 𝑡𝑠 =

𝑏1 − 0

𝑆𝐸𝑏1

 
𝑠𝑒

𝑠𝑥√𝑛 − 1
 4 𝑑𝑓 = 𝑛 − 2 

                                                                                                      Also:  𝑏1 = 𝑟 ⋅ (
𝑠𝑦

𝑥𝑥
) ,  𝑠𝑒 = √

𝑆𝑆(𝑟𝑒𝑠𝑖𝑑)

𝑛−2
 

 



 

 

       Categorical data.  Confidence interval for a single population proportion or for the difference between two population proportions.  All use Table 4 (𝑑𝑓 = ∞). 

Assumptions Section Confidence interval 𝑝̃ 𝑆𝐸𝑃̃ 

One population 
95% confidence 

9.2 𝑝 = 𝑝̃ ± 1.96 ⋅ 𝑆𝐸𝑃̃ 
𝑦 + 2

𝑛 + 4
 √

𝑝̃(1 − 𝑝̃)

𝑛 + 4
 

One population 
Any confidence  

9.3 𝑝 = 𝑝̃ ± 𝑧𝛼/2 ⋅ 𝑆𝐸𝑃̃ 
𝑦 + 0.5(𝑧𝛼/2

2 )

𝑛 + 𝑧𝛼/2
2  √

𝑝̃(1 − 𝑝̃)

𝑛 + 𝑧𝛼/2
2  

Two populations 
95% confidence 

10.7 𝑝1 − 𝑝2 = (𝑝̃1 − 𝑝̃2) ± 1.96 ⋅ 𝑆𝐸𝑃̃1−𝑃̃2
 

𝑦 + 1

𝑛 + 2
 √

𝑝̃1(1 − 𝑝̃1)

𝑛1 + 2
+

𝑝̃2(1 − 𝑝̃2)

𝑛2 + 2
 

Not covered in book:  we could also compute   𝑡𝑠 =
𝑝 − 𝑝

√𝑛 𝑝 (1−𝑝)
  (or use  𝑝̃  rather than  𝑝̂), and then use Table 4 (𝑑𝑓 = ∞)  to find  𝑃. 

 

Categorical data.  Compare proportions within a population or between two populations.  All use Table 9. 

Expected frequencies are  𝑒𝑖 =
(𝑅𝑜𝑤 𝑇𝑜𝑡𝑎𝑙) × (𝐶𝑜𝑙𝑢𝑚𝑛 𝑇𝑜𝑡𝑎𝑙)

𝐺𝑟𝑎𝑛𝑑 𝑇𝑜𝑡𝑎𝑙
.  For one population with one category, the  𝑒𝑖  are as given in  𝐻0.   

Assumptions 𝑘 𝑟 Paired 
Analysis/ 

Test 
Sections Test statistic 𝑑𝑓 

Tailed 
Test 

Each expected value  
is sufficiently large,  

e.g. 𝐸 ≥ 5  

1 ≥ 2 No  

Chi- 
square 

9.4 𝜒𝑠
2 = ∑

(𝑜𝑖 − 𝑒𝑖)2

𝑒𝑖
 𝑟 − 1 

Two only  
(unless 𝑟 = 2) 

2 2 

No 10.2 – 10.3    𝜒𝑠
2 = ∑

(𝑜𝑖 − 𝑒𝑖)2

𝑒𝑖
 

(2 − 1)(2 − 1) 

= 1 

Can be either  
one or two 

Yes 10.8  𝜒𝑠
2 =

(𝑛12 − 𝑛21)2

𝑛12 + 𝑛21
 

≥ 2 ≥ 2 No 10.5   𝜒𝑠
2 = ∑

(𝑜𝑖 − 𝑒𝑖)2

𝑒𝑖
 (𝑟 − 1)(𝑘 − 1) 

Two only  
(unless 𝑟 = 𝑘 = 2) 

  



 

Continuous data.  Compare means of three or more populations.  All tests use Table 10.  All tests are two-tailed (non-directional) only. 

All assume approximately normal distribution and/or large samples, and approximately equal standard deviation in each population. 

Analysis/ 
Test 

Sections 
Levels/Categories  

in each 
Factor/Treatment 

Test statistic 𝑑𝑓 Example 

One-way  
ANOVA 

11.2 – 11.4   𝐼 

𝐹𝑠 =
𝑀𝑆(𝐵𝑒𝑡𝑤𝑒𝑒𝑛 𝐹𝑎𝑐𝑡𝑜𝑟 𝐿𝑒𝑣𝑒𝑙𝑠)

𝑀𝑆(𝑊𝑖𝑡ℎ𝑖𝑛)
          

=
  

𝑆𝑆(𝐵𝑒𝑡𝑤𝑒𝑒𝑛 𝐹𝑎𝑐𝑡𝑜𝑟 𝐿𝑒𝑣𝑒𝑙𝑠)
𝑑𝑓(𝐵𝑒𝑡𝑤𝑒𝑒𝑛 𝐹𝑎𝑐𝑡𝑜𝑟 𝐿𝑒𝑣𝑒𝑙𝑠)

  

𝑆𝑆(𝑊𝑖𝑡ℎ𝑖𝑛)
𝑑𝑓(𝑊𝑖𝑡ℎ𝑖𝑛)

 

                         Notes:  𝐹𝑠 = 𝑡𝑠
2  if  𝐼 = 2  

            𝑀𝑆(𝑤𝑖𝑡ℎ𝑖𝑛) = 𝑠𝑝𝑜𝑜𝑙𝑒𝑑
2  

Between Factor Levels/Numerator: 
   𝑑𝑓 = 𝐼 − 1 

Within Factor Levels/Denominator: 
   𝑑𝑓 = 𝑛⋅ − 𝐼 
         = (𝑛1 − 1) + ⋯ + (𝑛𝐼 − 1) 
         = (𝑛⋅ − 1) − (𝑑𝑓 𝐵𝑒𝑡𝑤𝑒𝑒𝑛) 

Table 11.2.3, 
Example 11.4.1 

One-way 
ANOVA,  

with 
blocking 

11.6   
Factor:  𝐼 
Blocks:  𝐽 

𝐹𝑠 =
𝑀𝑆(𝐵𝑒𝑡𝑤𝑒𝑒𝑛 𝐹𝑎𝑐𝑡𝑜𝑟 𝐿𝑒𝑣𝑒𝑙𝑠 𝑜𝑟 𝐵𝑙𝑜𝑐𝑘𝑠)

𝑀𝑆(𝑊𝑖𝑡ℎ𝑖𝑛)
 

           =
   

𝑆𝑆(𝐵𝑒𝑡𝑤𝑒𝑒𝑛 𝐹𝑎𝑐𝑡𝑜𝑟 𝐿𝑒𝑣𝑒𝑙𝑠 𝑜𝑟 𝐵𝑙𝑜𝑐𝑘𝑠)
𝑑𝑓(𝐵𝑒𝑡𝑤𝑒𝑒𝑛 𝐹𝑎𝑐𝑡𝑜𝑟 𝐿𝑒𝑣𝑒𝑙𝑠 𝑜𝑟 𝐵𝑙𝑜𝑐𝑘𝑠)

   

𝑆𝑆(𝑊𝑖𝑡ℎ𝑖𝑛)
𝑑𝑓(𝑊𝑖𝑡ℎ𝑖𝑛)

 

 

Between Factor Levels/Numerator: 
   𝑑𝑓 = 𝐼 − 1 

Between Blocks/Numerator: 
   𝑑𝑓 = 𝐽 − 1 

Within Factor Levels/Denominator: 
  𝑑𝑓 = (𝑛⋅ − 1) − (𝑠𝑢𝑚 𝑜𝑓 𝑜𝑡ℎ𝑒𝑟𝑠) 

Table 11.6.4, 
Example 11.6.9 

Two-way  
ANOVA 

11.7   
Factor 1:  𝐼 
Factor 2:  𝐽 

𝐹𝑠 =
𝑀𝑆(𝐵𝑒𝑡𝑤𝑒𝑒𝑛 𝐹𝑎𝑐𝑡𝑜𝑟 𝐿𝑒𝑣𝑒𝑙𝑠 𝑜𝑟 𝐼𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑜𝑛)

𝑀𝑆(𝑊𝑖𝑡ℎ𝑖𝑛)
 

            =
   

𝑆𝑆(𝐵𝑒𝑡𝑤𝑒𝑒𝑛 𝐹𝑎𝑐𝑡𝑜𝑟 𝐿𝑒𝑣𝑒𝑙𝑠 𝑜𝑟 𝐼𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑜𝑛)
𝑑𝑓(𝐵𝑒𝑡𝑤𝑒𝑒𝑛 𝐹𝑎𝑐𝑡𝑜𝑟 𝐿𝑒𝑣𝑒𝑙𝑠 𝑜𝑟 𝐼𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑜𝑛)

   

𝑆𝑆(𝑊𝑖𝑡ℎ𝑖𝑛)
𝑑𝑓(𝑊𝑖𝑡ℎ𝑖𝑛)

 

Note:  First check  𝐹𝑠 for Interaction.  If not significant 
            Interaction, then check  𝐹𝑠  for the two Factors. 

Between Factor 1 Levels/Numerator: 
   𝑑𝑓 = 𝐼 − 1 

Between Factor 2 Levels/Numerator: 
   𝑑𝑓 = 𝐽 − 1 

Interaction/Numerator: 
   𝑑𝑓 = (𝐼 − 1) × (𝐽 − 1) 

Within/Denominator: 
 𝑑𝑓 = (𝑛⋅ − 1) − (𝑠𝑢𝑚 𝑜𝑓 𝑜𝑡ℎ𝑒𝑟𝑠) 

Table 11.7.5, 
Example 11.7.5 

 


