Math 260 Homework 4.6

b. The original vectors are the first k columns of A. Since the set of original vectors is assumed
to be linearly independent, these columns of A will be pivot columns and the original set of
vectors will be included in the basis. Since the columns of A include all the columns of the
identity matrix, Col A =R".

34, [M]
a. The B-coordinate vectors of the vectors in C are the columns of the matrix
M o -1 0o 1 [
o1 0 -3 0 3 0
o0 2 0 -8 0 18
P=0 O 0 4 0 -20 0
oo o 0 8 0 48
00 0 0 0 16 0
o0 0o 0 o0 0 32

The matrix P is invertible because it is triangular with nonzero entries along its main
diagonal. Thus its columns are linearly independent. Since the coordinate mapping is an
isomorphism, this shows that the vectors in C are linearly independent.

b. We know that dim H =7 because B is a basis for H. Now C is a linearly independent set, and
the vectors in C lie in H by the trigonometric identities. Thus by the Basis Theorem, Cis a
basis for H.

4.6 SOLUTIONS

Notes: This section puts together most of the ideas from Chapter 4. The Rank Theorem is the main result
in this section. Many students have difficulty with the difference in finding bases for the row space and
the column space of a matrix. The first process uses the nonzero rows of an echelon form of the matrix.
The second process uses the pivols columns of the original matrix, which are usually found through row
reduction. Students may also have problems with the varied effects of row operations on the linear
dependence relations among the rows and columns of a matrix. Problems of the type found in Exercises
19-26 make excellent test questions. Figure 1 and Example 4 prepare the way for Theorem 3 in Section
6.1; Exercises 27-29 anticipate Example 6 in Section 7.4,

1. The matrix B is in echelon form. There are two pivot columns, so the dimension of Col A is 2. There
are two pivot rows, so the dimension of Row A is 2. There are two columns without pivots, so the
equation Ax = 0 has two free variables. Thus the dimension of Nul A is 2. A basis for Col A is the
pivot columns of A:

1|4
-1, 2
5/1-6

A basis for Row A is the pivol rows of B: {(I,O,—l,ﬁ). (0,—2,5,—6}}. To find a basis for Nul A row
reduce to reduced echelon form:

Ll

1 0o -1 5
A- .
{n 1 502 3}

The solution to Ax =0 in terms of free variables is x = x, —5x,. x, =(5/2)x; —3x, with x, and x,
free. Thus a basis for Nul A is

1|5
323
1l o
0 1

The matrix B is in echelon form. There are three pivot columns, so the dimension of Col A is 3.
There are three pivot rows, so the dimension of Row A is 3. There are two columns without pivots,
50 the equation Ax =0 has two free variables. Thus the dimension of Nul A is 2. A basis for Col A is
the pivot columns

of A:
Nr4r7 2
2{ 16| -3
333
alloll o

A basis for Row A is the pivot rows of B: {f|,3,4,—I,2).(D¢D,],—1,1).(0,0,0,0,—5)}_ To find a basis
for Nul A row reduce to reduced echelon form:

1 30 30
00 1 -1 0
000 0 1/

00 0 00

The solution to Ax =10 in terms of free variables is x, =-3x, —3x,, 1, =x,, X, =0, with x, and x,
free. Thus a basis for Nul A is

=3 |3
1 0
0.} 1
0 1
0 0

. The matrix B is in echelon form. There are three pivot columns, so the dimension of Col A is 3.

There are three pivot rows, so the dimension of Row A is 3. There are three columns without pivots,
s0 the equation Ax =10 has three free variables. Thus the dimension of Nul A is 3. A basis for Col A
is the pivol columns of A:

217 6173
-2} (3] |0
4l o|’|3
211 3] |3



A basis for Row A is the pivot rows of B: {(2_.6.—&6,3{6},(0,3,0, 3.3.0),(0, [10.053{0}}_ To find a
basis for Nul A row reduce to reduced echelon form:
I 0 -3 00 3
1 0 1 0 0
00 00 1 0f
0 00 00
The solution to Ax=1 in terms of free variables is x =3x, -3x,, x, =-x,. x, =0, with x,. x,.
and x; free. Thus a basis for Nul A is
3 0
-1

L

===
-0 o o o

0
e
0
0

. The matrix B is in echelon form. There are five pivot columns, so the dimension of Col A is 5. There
are five pivot rows, so the dimension of Row A is 5. There is one column without a pivot, so the
equation Ax =0 has one free variable. Thus the dimension of Nul A is 1. A basis for Col A is the
pivol columns of A:

1 I [-2 1] [-2
1 203 |-2] |3
=1 o) 1] 6
1) ]-2 20113 0
1] 1-2 1 21 -1

A basis for Row A is the pivot rows of B:
{(], L=2,0,1,-2).(0,1, =10, =3, -1, (0, 0.1, 1, =13, - 1).(0,0,0,0,1,-1),(0.0.0.0,0, 1)}.

To find a basis for Nul A row reduce to reduced echelon form:

I o0 1 00
o101 00
A-l0 0 1 1 0 0O}
o000 10
00 00 01

The solution to Ax =10 in terms of free variables is x =—x,. x, =—x,. x, =-x,. x5, =0, 1, =0,
with x, free. Thus a basis for Nul A is

10.

11.

12,

14.

16.

17.

[=— -]

. By the Rank Theorem, dimNul A=7—rank A=7-3=4. Since

dimRow A = rank A,dimRow A=3. Since rank A" =dimCol A" =dimRow A, rank4” =3.

. By the Rank Theorem, dimNul A=5—rank A=5-2=3. Since

dimRow A =rank A, dimRow A=2. Since rank A" =dimCol A" =dimRow A, rank A" =2.

. Yes, Col A =R"* Since A has four pivot columns, dimCol A =4.Thus Col A is a four-dimensional

subspace of B, and Col A =R*.
No, Nul A=R" It is true that dimNul A =3, but Nul A is a subspace of R.

. Since A has four pivot columns, rank A =4, and dimNul A=8-rank A=8-4=4.

No. Col A=R*. It is true that dimCol A=rank A =4, but Col A is a subspace of R®.

. Since dimNul A=3, rank A=6—-dimNul A =6-3=3. So dimCol A=rank A=3.

No. Col A =R, It is true that dimCol A=rank A=3, but Col A is a subspace of R,
Since dimMNul A=5.rank A=7—-dimNul A=7-5=2. So dimCol A=rank A=2.
Since dimMNul A=3. rank A=5-dimNul A=5-3=2. S0 dimRow A=dimCol A=rank A=2.

Since dimNul A=2, rank A=4 —dimNul A=4-2=2. So dimRow A=dimCol A=rank A=2.

. The rank of a matrix A equals the number of pivot positions which the matrix has. If A is either a

75 malrix or a §x7 matrix, the largest number of pivot positions that A could have is 5. Thus the
largest possible value for rank A is 5.

The dimension of the row space of a matrix A is equal to rank A, which equals the number of pivot
positions which the matrix has. If A is either a 5x4 matrix or a 4 x5 matrix, the largest number of
pivot positions that A could have is 4. Thus the largest possible value for dimRow A is 4.

. Since the rank of A equals the number of pivot positions which the matrix has, and A could have at

most 3 pivol positions, rank A <3, Thus dimNul A=7-rank A27-3=4.

Since the rank of A equals the number of pivot positions which the matrix has, and A could have at
most 5 pivot positions, rank A 5. Thus dimNul A=5-rank Az5-5=0.

a. True. The rows of A are identified with the columns of A”. See the paragraph before Example 1.
b. False. See the warning after Example 2.

¢. True. See the Rank Theorem.

d. False. See the Rank Theorem.



18.

19,

20,

21.

22,

23

]

25.

. True. See the Numerical Note before the Practice Problem.

=

. False. Review the warning after Theorem 6 in Section 4.3.

. False. See the warning after Example 2.

. True. See the remark in the proof of the Rank Theorem.

. True. This fact was noted in the paragraph before Example 4. It also follows from the fact that the
rows of A” are the columns of (AT)" = A

e s T

e. True. See Theorem 13.

Yes. Consider the system as Ax =0, where A is a 5x6 matrix. The problem states that

dimNuld =1. By the Rank Theorem, rank A =6—dimNul A =5. Thus dimCol A =rank A=35, and
since Col A is a subspace of R®, Col A = R® So every vector b in R is also in Col A, and Ax =h, has
a solution for all b,

No. Consider the system as Ax =b, where A is a 6x& matrix. The problem states that

dimMNul A =2. By the Rank Theorem, rank A =8 —dimNul A=#6. Thus dimCol A =rank A=#6, and
since Col A is a subspace of R", Col A = B So every vector b in R” is also in Col A, and Ax =b has
a solution for all b. Thus it is impossible to change the entries in b to make Ax=b into an
inconsistent system.

No. Consider the system as Ax =b, where A is a 9x10 matrix. Since the system has a solution for
all bin R{A must have a pivot in each row, and so rankA =9. By the Rank Theorem,
dimMNuld =10-9=1. Thus it is impossible to find two linearly independent vectors in Nul A.

No. Consider the system as Ax =10, where A is a 1012 matrix. Since A has at most 10 pivot
positions, rankA <10. By the Rank Theorem, dimNuld =12 — rankA = 2. Thus it is impossible to
find a single vector in Nul A which spans Nul A.

Yes, six equations are sufficient. Consider the system as Ax =0, where A is a 12> & matrix. The
problem states that dimMNul A =2. By the Rank Theorem, rank A=8—dimNul A =6. Thus
dimCol A =rank A=6. S0 the system Ax=0 is equivalent to the system Bx=0, where B is an

echelon form of A with 6 nonzero rows. So the six equations in this system are sufficient to describe
the solution set of Ax=10.

. Yes, No. Consider the system as Ax=b, where A is a 7x6 matrix. Since A has at most 6 pivot

positions, rank A<6. By the Rank Theorem, dimNul A=6-rank Az 0. If dimNul A=0, then the
system Ax=h will have no free variables. The solution to AX =D, if it exists, would thus have to be
unique. Since rank A <6, Col A will be a proper subspace of B. Thus there exists a b in B for
which the system Ax=Db is inconsistent, and the system Ax=b cannot have a unigue solution for
all b.

No. Consider the system as AX=b, where A is a 1012 matrix. The problem states that

dim NulA =3. By the Rank Theorem, dimCol A =rank A =12—dimNul A=9. Thus Col A will be a
proper subspace of B'’ Thus there exists a b in R" for which the system Ax=b is inconsistent, and
the system Ax=h cannot have a solution for all b.

27.

29.

30,

=

%}
—

[}
f.,u

. Consider the system Ax=0, where A is a m>n matrix with m>n. Since the rank of A is the

number of pivot positions that A has and A is assumed to have full rank, rank A= n. By the Rank
Theorem, dimNulA=n—rank A=0. So NulA={0}, and the system Ax=0 has only the trivial
solution. This happens if and only if the columns of A are linearly independent.

Since A is an m x n matrix, Row A is a subspace of R", Col A is a subspace of R™, and Nul A isa
subspace of B". Likewise since A is an n x m matrix, Row A" is a subspace of B, Col A" is a
subspace of B”, and Nul A” is a subspace of B™. Since Row A =Col A” and Col A =Row A", there
are four dinstict subspaces in the list: Row A, Col A, Nul A, and Nul AT,

. a. Since A is an m = 1 matrix and dimBow A =rank A,

dimRow A + dimNul A = rank A + dimNul A = .

b. Since A" isan n x m matrix and dimCol A =dimRow A =dimCol A” =rank A",

dimCol A +dimNul A" = rank A” +dimNul A” = m.

Let A be an m » n matrix. The system Ax = b will have a solution for all b in R™ if and only if A has a
pivot position in each row, which happens if and only if dimCol A = m. By Exercise 28 b., dimCol A
=m if and only if dimNul A" =m—m=0, or Nul A" ={0}. Finally, Nul AT ={0} if and only if the

equation A"x=10 has only the trivial solution.
The equation Ax = b is consistent if and only if rank [A  b]=rank A because the two ranks will be

equal if and only if b is not a pivot column of [A  b]. The result then follows from Theorem 2 in
Section 1.2.

2 2a 2 2
. Compute that w’ =3 [a & ¢c]={-3a -3b —3c|. Eachcolumnof uv’ is a multiple of u,
5 5¢ 5 5
so dimColuv” =1, unless @ = b = ¢ =0, in which case uv” is the 3 x 3 zero matrix and

dimCol uv” =0. In any case, rank uy’ =dimColuyv™ <1

Note that the second row of the matrix is twice the first row. Thus if v = (1, =3, 4). which is the first
row of the matrix,

uv?=[;:|[l -3 4]=[:: :Z ﬂ.

Let A=[u; w, wu,]. and assume that rank A = 1. Suppose that u; = 0. Then {u,} is basis for Col
A, since Col A is assumed to be one-dimensional. Thus there are scalars x and y with u, =xu, and

1
u,=yu,, and A=uv", where v=|x|.

y



If u, =0 but u, =0, then similarly {u,} is basis for Col A. since Col A is assumed to be one-
0
dimensional. Thus there is a scalar x with u; =xu,, and A=u,v", where v=|1|.
X
1]
If u; =u, =0 but uy =0, then A=u,v". where v={01.
1

3. Let A be an m x n matrix with of rank r > 0, and let U be an echelon form of A. Since A can be
reduced to U by row operations, there exist invertible elementary matrices E,..... E, with
(EP B A =U. Thus A= (E, - E v, since the product of invertible matrices is invertible. Let
E=(E,- E;)":then A = EU. Let the columns of E be denoted by «¢,.....c,,. Since the rank of A is

r. U has r nonzero rows, which can be denoted d} .....d.. By the column-row expansion of A
(Theorem 10 in Section 2.4):

di
A=EU=[e, ... ¢, dl]I =cd] +...+c,dl,
0
which is the sum of r rank 1 matrices.
35, [M]
a. Begin by reducing A to reduced echelon form:
10 132 0 50 3
0 1 172 0 17z 0 2
A-10 0 0o 1 -1z 0 7|
00 00 01 1
00 00 o0 0
A basis for Col A is the pivot columns of A, so matrix C contains these columns:
(7 -9 5 -3
-4 6 -2 -5
c=5 -1 5 2
-3 5 -1 4
L6 8 4 9
A basis for Row A is the pivot rows of the reduced echelon form of A, so matrix R contains
these rows:

0 13/2 0 5 0 3
I 142 0 72 o 2
0 01 -1y2 0 7
00 0o 0 1 1
To find a basis for Nul A row reduce to reduced echelon form, note that the solution to Ax =10
in terms of free variables is x, =—(13/2)x, — 51, +3%;, % =—{(11/2)x, —(1/2)x; — 2x;.
X, =(11/2)x; - 7x,, x,=—x,, with x;, x;, and x; free. Thus matrix N is

[-13/2 -5 3

-11/2 -2 2

1 0o 0

N= 0 12 =T

0 1 0

0 0 -l

L0 0 1
b. The reduced echelon form of AT is
o 0 o =2/11]
0 1 0 0 -41/11
o0 1 o0 0
AT-[o 0 0 1 2811,
o0 0 o0 0
o0 0 0 0
00 0 0 0]

so the solution to A”"x =10 in terms of free variables is x, =(2/11)x,, x, =(41/11)x,, x, =0,
x, =—(28/11)x,, with x; free. Thus matrix M is
2111
41711
M= 0|
—28/11
1

The matrix § = [RT N:| is 7 % 7 because the columns of R" and N are in &' and dimRow A
+dimNul A =7. The matrix T=[C M is 5% 5 because the columns of C and M are in R’
and dimCol A+dimNul A" =5, Both § and T are invertible because their columns are linearly

independent. This fact will be proven in general in Theorem 3 of Section 6.1.

36, [M] Answers will vary, but in most cases C will be 6 % 4, and will be constructed from the first 4
columns of A. In most cases R will be 4 = 7, Nwill be 7= 3, and M will be 6 = 2.

37. [M] The C and R from Exercise 35 work here, and A = CR.



