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Math 260 Homework 4.4

1 3 2 2 -
W, w, uw, v, v, V= 242 3
roeoor e e -1 1 -1 2 6
= I -4 3 -6 =2
Mo 3 =2 00
0 1 -1 1 00 ) )
oo 0o o 1 of 50 {U,,U,,v,.V,} is a basis for H + K.
oo 0o 0 01

. [M] For example, writing

€+l + 0y SN F 40,008 2f + 0,8in f cos =0
with f =0, .1, .2, .3 gives the following coefficent matrix A for the homogeneous system Ac = 0 (to
four decimal places):
0 sin0  cos0 0 0 1 0
1 osin.l cos.2 sinldeos 1| .1 0998 9801 .0993
2 sin2 cosd sinlcos2| |2 1987 9211 .1947[
3

2955 8253 2823

sinDcos 0

3 sin.3 cos6  sin3cos3
This matrix is invertible, so the system Ac = 0 has only the trivial solution and {. sin f, cos 21,
sin f cos t} is a linearly independent set of functions.
[M] For example, writing
¢, -1+¢, -cost+c, -cos’t +c, -cos’t + ¢, -cos’f +c; -cos’T +¢, -cos’t =0
withr=0,.1,.2, .3, 4, .5, .6 gives the following coefficent matrix A for the homogeneous system Ac
= (to four decimal places):

This matrix is invertible, so the system Ac = 0 has only the trivial solution and {1, cos £, cosgf, cos’r,
cos't, cos’t, cos™f} is a linearly independent set of functions.

44  SOLUTIONS

Notes: Section 4.7 depends heavily on this section, as does Section 5.4. It is possible to cover the B” parts
of the two later sections, however, if the first half of Section 4.4 (and perhaps Example 7) is covered. The
linearity of the coordinate mapping is used in Section 5.4 to find the matrix of a transformation relative to
two bases. The change-of-coordinates matrix appears in Section 5.4, Theorem 8 and Exercise 27. The
concept of an isomorphism is needed in the proof of Theorem 17 in Section 4.8. Exercise 25 is used in
Section 4.7 to show that the change-of-coordinates matrix is invertible.

1. We calculate that

e

2. We calculate that

e {0

3. We calculate that

1 5 4] [-7
x=1-2{+00 0|+(=2)3|=| 4]
3 -2 0 3

4. We calculate that

-2 3 4 8
x=(=3)} 2|+2| 0]+ (=1 -1|=|-5|
0 2 3 1

n

. The matrix [b, b,

1
x| row reduces to [0

7 o] 2
-1/ S

]

1
6. The matrix [b, b, x] row reduces to |:0

0 3 ] 3
=1 ol

1 cos0 cos’0 cos’0 cos*0 cos’0  cos®0]
1 cos.l cos’.l cos’.l cos*.l cos’.1 cos®.1
1 cos.2 cos.2 cos’2 cos*2 cos'2 cos".2
A=l cos3 cos’3 cos’3 cos'3 cos®3 cos®3
1 cosd4 cos®4 cos’d cos'd cos’d cos®4
1 cos.5 cos’.5 cos’5 cos'.5 cos’S5  cos"S
[l cos6 cos’.6 cos'6 cos'6 cos'6 cos®6|
M 1 1 1 1 1 1]
1 9950 9900 9851 9802 9753 9704
1 9801 9605 9414 9226 9042 8862
=|1 .9553 9127 .&719 .8330 .7958 .Te(2
1 9211 .B484 7814 7197 .6629 .6106
1 8776 7702 6759 .5931 5205 .4568
1 8253 6812 5622 4640 3830 3161

7. The matrix [b,

=
b

1o
b, x] row reducesto |0 1
00

0
0
1

—1, so [x], =|—1|.

3

3



10.

11.

12

14.

oo 1 1
. The matrix [b, by b, x]rowreducesto |0 1 0 —I| s0[x]= —1]
0 0 1 1 1

. The change-of-coordinates matrix from B to the standard basis in B” is

-3 -5

P, =[b, b2]=[| 2}.

The change-of-coordinates matrix from B to the standard basis in R is

321
p=[b, b, b]=f0 2 -2
6 -4 3

Since PB" converts X into its B-coordinate vector, we find that

e B N S T

Since PB" converts x into its B-coordinate vector, we find that

[x15=f’g'lx=[_i jﬂﬂ:ﬁ JﬂﬁH_ﬂ

- Wemust find ¢, ¢,, and ¢, such that

U+ +e,(t+17 )+, (1+ 20+ ) =p(n =1+ 4t + 717

Equating the coefficients of the two polynomials produces the system of equations

o o+ [ 1
c, + 2, = 4
o + 6 + ¢ =7

We row reduce the augmented matrix for the system of equations to find
101 1 100 2 2
01 2 4/-10 1 0 6Lsolplg=| 6]
111 7710 0 1 -1 -1

One may also solve this problem using the coordinate vectors of the given polynomials relative to the
standard basis {1, t, t*}; the same system of linear equations results.
We must find ¢;, ;. and ¢, such that

=)+, =)+ (=1 +17)=p(1)=2+3r -6,

Equating the coefficients of the two polynomials produces the system of equations

16.

17.

18.

19.

20.

o+ [ 2
€ — ¢ = 3
-6 - 0, + ¢ = —h

We row reduce the augmented matrix for the system of equations to find

1o 1 2 1 o0 3 3
0O 1 -1 3{-10 1 0 2solplz= 2}
-1 -1 1 -6 10 0 1 -l -1

One may also solve this problem using the coordinate vectors of the given polynomials relative to the
standard basis {1, 1. 1*}; the same system of linear equations results.

a. True. See the definition of the B-coordinate vector.
b. False. See Equation (4).
c. False. P, is isomorphic to B*. See Example 5.

a. True. See Example 2.

b. False. By definition, the coordinate mapping goes in the opposite direction.
¢. True. If the plane passes through the origin, as in Example 7, the plane is isomorphic to B,

1 2 -3 1
We must solve the vector equation Jr][ 3:| + xz[ 8:| +X [ T} = |:I:| - We row reduce the augmented

matrix for the system of equations to find
1 2 31 I 0 -5 5
3 =8 7 1] [0 1 1 -2]
Thus we can let x; =5+ 5x; and x, =-2—x,, where x; can be any real number. Letting x, =0 and
1
x, =1 produces two different ways to express |:I:| as a linear combination of the other vectors:
5v, —2v, and 10v, —3v, + v, . There are infintely many correct answers to this problem.
Foreach k, b, =0-b, +---+1-b, +---+0-b, . s0 [b ]y =(0.....L....0)=e,.

The set § spans V because every x in V has a representation as a (unique) linear combination of
elements in §. To show linear independence, suppose that § ={v,.....v_} and that

o, +---+c, v, =0 for some scalars ¢, ..., c,. The case when ¢, =---=c, =0 is one possibility.
By hypothesis, this is the unique (and thus the only) possible representation of the zero vector as a
linear combination of the elements in S. So § is linearly independent and is thus a basis for V.
For w in V there exist scalars &, £, &;, and &, such that

W=kv, kv, HE Vs HE Y, (1)
because {v,,v,,v,,v,} spans V. Because the set is linearly dependent, there exist scalars ¢, . ¢,. ;.
and ¢, not all zero, such that

0=V, +0,¥; + 65V, +C4V, (2)

Adding (1) and (2) gives



21.

22.

23.

25,

W=W4+0=(k +0 )V, +(k +0)v, + (kg +o) v +(k +0,)v, (3)
At least one of the weights in (3) differs from the corresponding weight in (1) because at least one of
the ¢, is nonzero. So w is expressed in more than one way as a linear combination of v, v . v,.
and v,.

-1
- I =2 9 2

The matrix of the transformation will be Fy ' =[_4 9:| =[4 I:|'
The matrix of the transformation will be B, ' =[b, - b,]".
Suppose that

G

[ulg =[w ]3 =
c

a
By definition of coordinate vectors,
u=w=gh +--+ch_.

Since u and w were arbitrary elements of V, the coordinate mapping is one-lo-one.

Given y=(¥.....¥,) inR", let u=whb, +---+ y_b_. Then, by definition, [u], =¥ . Since y was
arbitrary, the coordinate mapping is onto R".

Since the coordinate mapping is one-to-one, the following equations have the same solutions

€y

oy ++Cptly =10 (the zero vector in V) 4)
[clu1 +"'+Cpup]g =[0], {the zero vector in B™) (5)

Since the coordinate mapping is linear, (5) is equivalent to
]
alwlg+-+epluylg=|: (6)
U]
Thus (4) has only the trivial solution if and only if (6) has only the trivial solution. It follows that
{u,....u} is linearly independent if and only if l[u,]E,,_.,[up]B} is linearly independent. This

result also follows directly from Exercises 31 and 32 in Section 4.3.

. By definition, w is a linear combination of w,.....u, if and only if there exist scalars ¢,.....c, such

that

W=GUy +oe+ Oy, (T)
Since the coordinate mapping is linear,

Wl =gluly+-+c,lu,l, (8)

Conversely, (8) implies (7) because the coordinate mapping is one-to-one. Thus w is a linear
combination of g if and only if [w], is a linear combination of [uI]S,,_.,[up]n.

Note: Students need to be urged to write not just to compute in Exercises 27-34. The language in the
Study Guide solution of Exercise 31 provides a model for the students. In Exercise 32, students may have
difficulty distinguishing between the two isomorphic vector spaces, sometimes giving a vector in R” as an
answer for part (b).

27. The coordinate mapping produces the coordinate vectors (1, 0, 0, 2), (2, 1, -3, 0), and (0,-1.2, 1)
respectively. We test for linear independence of these vectors by writing them as columns of a matrix
and row reducing:

1 2 ol 1 0 0
0 1 -1/ |0 1 0
0o 3 2070 o 1f
2 0 -1 |0 0 0

Since the matrix has a pivot in each column, its columns (and thus the given polynomials) are
linearly independent.

28. The coordinate mapping produces the coordinate vectors (1, 0, -2, -1),(0, 1,0, 2), and (1, 1, -2, 0)
respectively. We test for linear independence of these vectors by writing them as columns of a matrix
and row reducing:

1o 1771 00
01 1f{o 10
2 0 =2/ lo 0 1/
12 o/ lo oo

Since the matrix has a pivot in each column, its columns (and thus the given polynomials) are
linearly independent.

29. The coordinate mapping produces the coordinate vectors (1, -2, 1,0y, (0, 1, -2, 1), and (1, -3, 3,-1)
respectively. We test for linear independence of these vectors by writing them as columns of a matrix
and row reducing:

1o 1771 0 1
2 1 30 fo 1 -1
1 =2 3/ o o of
o 1 -1/ oo o0

Since the matrix does not have a pivot in each column, its columns (and thus the given polynomials)
are linearly dependent.

30.

The coordinate mapping produces the coordinate vectors (8, —12, 6, -1), (9,6, 1, 0), and (1, 6, -5,1)
respectively. We test for linear independence of these vectors by writing them as columns of a matrix
and row reducing:

£ 9 171 0 -l
12 -6 6/ |0 1 1
6 1 -5/ |o o of
-1 0 1]00o 0

Since the matrix does not have a pivot in each column, its columns (and thus the given polynomials)
are linearly dependent.
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In each part, place the coordinate vectors of the polynomials into the columns of a matrix and reduce
the matrix to echelon form.

I3 -4 1)1 3 4 1
a |3 5 5 o0 4 73
|5 7 -6 1] 0o 0 00

Since there is not a pivot in each row, the original four column vectors do not span R'. By the
isomorphism between B and P, the given set of polynomials does not span Bs.

0 13 2]t -2 2 0
b.[5 8 4 3|0 2 6 -3
12 2 of |0 0 072

Since there is a pivot in each row, the original four column vectors span B'. By the isomorphism
between R and P,, the given set of polynomials spans P,.

. a. Place the coordinate vectors of the polynomials into the columns of a matrix and reduce the

o 1 1o 1
matrix to echelon form: [0 1 1{-10 1 1
I 3 3] |00 -l

The resulting matrix is invertible since it row eguivalent to ;. The original three column vectors

form a basis for B? by the Invertible Matrix Theorem. By the isomorphism between R and Pa, the
corresponding polynomials form a basis for Ps.

b. Since [qly =(-1. 1, 2). q=—p, + P2 + 2p;. One might do the algebra in P; or choose to compute
10 1]-l 1
0 1 1) 1|=| 3| This combination of the columns of the matrix corresponds to the
1 =3 =30 2| |-10

same combination of p,, p,. and p,. So q(f)=1+31 1067

. The coordinate mapping produces the coordinate vectors (3, 7.0, 0), (5, 1, 0, -2, (0, 1, =2, 0) and

(1, 16, —6, 2) respectively. To determine whether the set of polynomials is a basis for Ps, we
investigate whether the coordinate vectors form a basis for &*. Writing the vectors as the columns of
a matrix and row reducing

35 0 17t oo0 2
7 1 1 16/ {0 10 -1
0 0 -2 -6 |00 1 3f

02 0 2000 O

we find that the matrix is not row equivalent to /,. Thus the coordinate vectors do not form a basis

for . By the isomorphism between R and P, the given set of polynomials does not form a basis for
Pa.

The coordinate mapping produces the coordinate vectors (5, -3, 4, 2), (9, 1, 8, —6),(6, -2, 5, 0), and
(0, 0,0, 1) respectively. To determine whether the set of polynomials is a basis for P, we investigate
whether the coordinate vectors form a basis for R'. Wri ting the vectors as the columns of a matrix,
and row reducing

[3
o

36.

5 9 6 011 0 34 0
3 1 20/ o1 e o0
4 8 50/ |00 o1
26 0 1l]loo 0o

we find that the matrix is not row equivalent to [,. Thus the coordinate vectors do not form a basis for
R'. By the isomorphism between R and B, the given set of polynomials does not form a basis for B;.

. To show that x isin H =Span{v,.v,}. we must show that the vector equation x,v, + x,v, =X hasa

solution. The augmented matrix [v, v, x| may be row reduced to show

11 14 1971 0 -5/3
-5 -8 —13| [0 1 8/3
0 13 18] |0 o ol
7 10 15| |0 0 0

Since this system has a solution, x is in H. The solution allows us to find the B-coordinate vector for

-5/3
xosince X=XV, +X,v, = (=5/3)v, +(8/3)v,, [x], =[ 3;3]

To show that x isin H =Span{v,,v,.v;}. we must show that the vector equation
XV, + XV, + v, =x has a solution. The augmented matrix [v, v, v, x| may berow
reduced to show

6 8 9 4] 1 0 0 3
4 3 5 7{lo 10 5
9 7 & =8| o 0 1 2|
4 3 3 3| |oo o o0

The first three columns show that B is a basis for H. Moreover, since this system has a solution, x is
in H. The solution allows us to find the B-coordinate vector for x: since

3
X=XV, + X5V, + X%, =3v, +5v, + 2v,, [x]p=| 5 |.
2
1/2 26] [0 0
. We are given that [x]y = 1/4 |, where B=4 |-1.5[.|3|.| 0] ;. To find the coordinates of x
176 0] 0] [48

relative to the standard basis in R”, we must find x. We compute that
26 0 Offn2] [13
x=Flxlp=|-15 3 0f1/4|=| 0
0 0 48| le6| |08



