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40. [M] Since the line lies both in H =Span{v,.v,} and in K =Span{v,.v,}.w can be written both as
0¥y + 6,V and ¢34 +cyv,. To find w we must find the ¢;'s which solve

oV, +e,v, —cv, —c,v, =0 Row reduction of [v, v, -v, -v, 0] yields
51 2 00 I 00 —10/3 0
3 3 I 12 0j-10 1 0 26/3 0},
8 4 5 28 0] |0 0 1 -4 0

50 the vector of ¢;'s must be a multiple of (10/3, -26/3, 4, 1). One simple choice is (10,26, 12, 3).
which gives w =10v, — 26v, =12v, + 3v, =(24,—48,-24). Another choice for w is (1, -2, -1).

43 SOLUTIONS

Notes: The definition for basis is given initially for subspaces because this emphasizes that the basis
elements must be in the subspace. Students often overlook this point when the definition is given for a
vector space (see Exercise 25). The subsection on bases for Nul A and Col A is essential for Sections 4.5
and 4.6. The subsection on “Two Views of a Basis” is also fundamental to understanding the interplay
between linearly independent sets, spanning sets, and bases. Key exercises in this section are Exercises
21-25, which help to deepen students’ understanding of these different subsets of a vector space.

1. Consider the matrix whose columns are the given set of vectors. This 3 x 3 matrix is in echelon form,
and has 3 pivot positions. Thus by the Invertible Matrix Theorem, its columns are linearly
independent and span . So the given set of vectors is a basis for B.

2. Since the zero vector is a member of the given set of vectors, the set cannot be linearly independent
and thus cannot be a basis for &'. Now consider the matrix whose columns are the given set of
vectors. This 3 % 3 matrix has only 2 pivot positions. Thus by the Invertible Matrix Theorem, its
columns do not span R,

3. Consider the matrix whose columns are the given set of vectors. The reduced echelon form of this
matrix is

13 =2 1o 1
o 1 —1-0 1 -
-3 4 11100 0

s0 the matrix has only two pivot positions. Thus its columns do not form a basis for R; the set of
vectors is linearly independent and does not span .

4. Consider the matrix whose columns are the given set of vectors. The reduced echelon form of this
matrix is

2 2 X o0
-1 3 5|0 1 0
12 4] 10 0 1

s the matrix has three pivot positions. Thus its columns form a basis for R’

Homework 4.3

. Since the zero vector is a member of the given set of vectors, the set cannot be linearly independent

and thus cannot be a basis for B*. Now consider the matrix whose columns are the given set of
vectors. The reduced echelon form of this matrix is

3 3 0 0 1o 00
-3 7 0 3-/0 1 0 0
o 00 510 0 01

so the matrix has a pivot in each row. Thus the given set of vectors spans R

. Consider the matrix whose columns are the given set of vectors. Since the matrix cannot have a pivot

in each row, its columns cannot span R; thus the given set of vectors is not a basis for R'. The
reduced echelon form of the matrix is

1 -4 10
2 3 -0 1
-4 6| [0 0O

50 the matrix has a pivot in each column. Thus the given set of vectors is linearly independent.

. Consider the matrix whose columns are the given set of vectors. Since the matrix cannot have a pivot

in each row, its columns cannot span B'; thus the given set of vectors is not a basis for R’ The
reduced echelon form of the matrix is

-2 6 o
3 -1(-|0 1
0 5] (0 0

s0 the matrix has a pivot in each column. Thus the given set of vectors is linearly independent.

. Consider the matrix whose columns are the given set of vectors. Since the matrix cannot have a pivot

in each column, the set cannot be linearly independent and thus cannot be a basis for B, The reduced

echelon form of this matrix is
1 0 2 0 102 0
-2 3 -1 0|-0 1 1 0
3 -1 5 -l 00 0 1

so the matrix has a pivot in each row. Thus the given set of vectors spans K.

. We find the general solution of Ax = 00 in terms of the free variables by using the reduced echelon

form of A:
1 0 2 =2 1 0 =2 0
0 1 1 4(-10 1 1 0}
3 -1 -7 3|00 01

So x =2x,, x,=-x. x, =0, with x; free. So



10.

11

X -1
x="l=x| |

Xy 1

X, 0

‘We find the general solution of Ax = 0 in terms of the free variables by using the reduced echelon
form of A:

11 =2 1 5 1 o0 2 -9
01 6 -1 =2/-j0 1 0 =1 10}
o0 -8 0 16|00 1 0 =2

=2 = — = 1
So x =-2x, +9x,. x, =x, —10x;, x, =2x;, with x, and x, free. So

X -2 9
X, 1 -10
X=x|=x| 0l+x 2],
x, 1 0
X5 0 1
and a basis for Nul A is
-2 9
1 |-10
of. 2
1 0
0 1

Let A=[1 -3 2].Then we wish to find a basis for Nul A. We find the general solution of Ax =0
in terms of the free variables: x = 3y — 2z with y and z free. So

X 3 -2
x=|y|=v|1|+z| 0O},
z 0 1
and a basis for Nul A is
3|2
1, O

0 1

12. We want to find a basis for the set of vectors in R?in the line 3x +y=0.Let A=[3 1]. Thenwe

wish to find a basis for Nul A. We find the general solution of Ax =0 in terms of the free variables: v
=—3x with x free. So

L)

and a basis for Nul A is

(B}

13. Since B is a row echelon form of A, we see that the first and second columns of A are its pivot

columns. Thus a basis for Col A is

-2 4
PARES
-3 8

To find a basis for Nul A, we find the general solution of Ax = 0 in terms of the free variables:
X =—b6x,-5x,, %, =(-5/2)x,—(3/2)x,, with x, and x, free. So

x —6 -3
X, 572 -3/2
x= =x +x, .

X 1 0

X, a 1
and a basis for Nul A is
- 6 s
=5/2| | =312
1o
0 1]

14. Since B is a row echelon form of A, we see that the first, third, and fifth columns of A are its pivot

columns. Thus a basis for Col A is

BIREEIRE
1 olig
2113119
13/ 0] |9

To find a basis for Nul A, we find the general solution of Ax = 0 in terms of the free variables,
mentally completing the row reduction of B to get: x, =—2x, —2x_, x, =2x,, x, =0, with x, and
x, free. So



16.

17.

X -2 -2
Xy 1 0
X=|x =5 0)+x,) 2/
I, 0 1
X5 0 0
and a basis for Nul A is

=22

1 0

0l 2

0 1

0 0

. This problem is equivalent to finding a basis for Col A, where A=[v, v, v, v, v,].Since

the reduced echelon form of A is

10 2 2 3Tt o 200
01 =2 -1 -1f {01 =2 00
2 2 8 10 -6/ j0 0 0o 1 o
33 0 3 9/ oo 00 1

we see that the first, second, fourth and fifth columns of A are its pivot columns. Thus a basis for the
space spanned by the given vectors is

1707217 31
of|1]|=t1]]-t
202010 -6
30 (3] 1 3] 9l

This problem is equivalent to finding a basis for Col A, where A=[v, v, v, v, v,].Since

the reduced echelon form of A is

I 2 3 5 21T1 00 -5/2 0O
0 0 -1 =3 -1/ 10 1 0 3/4 1/2
0o 0 1 3 1/]o o 1 3 1f
1 2 -1 -4 0o/ l0o 00 0 0

we see that the first, second, and third columns of A are its pivot columns. Thus a basis for the space
spanned by the given vectors is

1) [-2 3
0 0] ]-1
o'l o'} 1
1 2] -1

[M] This problem is equivalent to finding a basis for Col A, where A=[v, v, v, v, v
Since the reduced echelon form of A is

20,

21

2 4 -2 8 -8 o0 -10
0 0 -4 4 4/ /0 1 0 20
-4 2 0 3 0-{0 0 1 -1 0f
-6 4 1 =3 0/ [0 0 0 01
0 4 -7 15 1] |00 0 00

we see that the first, second, third, and fifth columns of A are its pivot columns. Thus a basis for the
space spanned by the given vectors is
2 41 [-2] [-8
—4 4
0.l 0
1 0
-7 1

o &k o
J‘L‘A-LAI\JO

- [M] This problem is equivalent to finding a basis for Col A, where A=[v, v, v, v, v.]

Since the reduced echelon form of A is

-3 3 0 6 —6 o0 00
20 2 =2 340 10 2 0
6 -9 -4 -4 0|0 0 1T -1 0Of
o 0 0 0 -1 /00 0 01

-7 6 -1 13 o) [0 0 O 0O O

we see that the first, second, third, and fifth columns of A are its pivot columns. Thus a basis for the
space spanned by the given vectors is
-3 3 0] [-6
2 0 2 3

. Since 4v, +5v, —3v, =0, we see that each of the vectors is a linear combination of the others. Thus

the sets {v,.v,}. {v,.v,}, and {v,.v,} all span H. Since we may confirm that none of the three
vectors is a multiple of any of the others, the sets {v,,v,}, {v,.v;}, and {v,.v,} are linearly
independent and thus each forms a basis for H.

Since 2v, — v, —v; =0, we see that each of the vectors is a linear combination of the others. Thus
the sets {v,.v,}, {v;.,¥;}, and {v,,v,} all span H. Since we may confirm that none of the three
vectors is a multiple of any of the others, the sets {v, v,}, {v,,v,}, and {v, v,} are lincarly
independent and thus each forms a basis for H.

a. False. The zero vector by itself is linearly dependent. See the paragraph preceding Theorem 4.
b. False. The set {b],..,,bp} must also be linearly independent. See the definition of a basis.

¢. True. See Example 3.



22,

23

27.

29.

30.

d. False. See the subsection “Two Views of a Basis.”
e. False. See the box before Example 9.

a. False. The subspace spanned by the set must also coincide with H. See the definition of a basis.

b. True. Apply the Spanning Set Theorem to Vinstead of H. The space Vis nonzero because the
spanning set Uses nonzero vectors.

¢. True. See the subsection “Two Views of a Basis.”
d. False. See the two paragraphs before Example 8.
e. False. See the warning after Theorem 6.

Let A=[v, v, v, v,]. ThenA issquare and its columns span R since R*
=Span{v,.v,.v,.v,}. S0 its columns are linearly independent by the Invertible Matrix Theorem,
and {¥,,v,.¥,,v,} is a basis for R".

Let A=[v, ... v_] ThenA issquare and its columns are linearly independent, so its columns
span R" by the Invertible Matrix Theorem. Thus {v,.....v_} is a basis for R".

. In order for the set to be a basis for H. {v,,v,,v;} must be a spanning set for H: that is.

H =Span{v,.v,.v;}. The exercise shows that H is a subset of Span{v,.v,.v;}. but there are vectors
in Span{v,.v,.v,} which are not in H (v, and v,. forexample). So H =Span{v,.v,.v,}, and
{v,.v,.v,} is not a basis for H.

Since sin f cos f =(1/2) sin 2¢, the set {sin f, sin 2t} spans the subspace. By inspection we note that
this set is linearly independent, so {sin f, sin 2} is a basis for the subspace.

The set {cos e, sin e} spans the subspace. By inspection we note that this set is linearly
independent, so {cos e, sin e} is a basis for the subspace.

The set {e™, te™™} spans the subspace. By inspection we note that this set is linearly independent,

~bi

so {e™™, te™} is a basis for the subspace.

Let A be the n x k matrix [v, v, |. Since A has fewer columns than rows, there cannot be a

pivot position in each row of A. By Theorem 4 in Section 1.4, the columns of A do not span R and
thus are not a basis for K"

Let A be the n x k matrix [, v, |. Since A has fewer rows than columns, there cannot be a

pivot position in each column of A. By Theorem 8 in Section 1.7, the columns of A are not linearly
independent and thus are not a basis for R".

. Suppose that {v,.....v,} is linearly dependent. Then there exist scalars ¢;.....¢, not all zero with

OV +otv, =0
Since T is linear,
Ticv, +,_.+c‘p\'P) :f]Tq\'|)+,_.+cpT(vP}

and

3
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Tleyy, +...4+c,v, ) =T(0) =10,
Thus
eT(v)+..+c,T(v,)=0

and since not all of the ¢; are zero, |T(".),...,T(vp)} is linearly dependent.

- Suppose that {T(v,),....T(v,)} is linearly dependent. Then there exist scalars ¢,.....c, notall zero

with
Gl v+ .+, Tiv,) =0
Since T is linear,
Tleyvi+.+cpv =T (v +.+c,T (v, ) =0=T(0)
Since T is one-to-one
T, +.ot 0¥, }=T(0)
implies that
OV + AtV =0

Since not all of the ¢, are zero, 1V ¥y} is linearly dependent.

. Neither polynomial is a multiple of the other polynomial. So {p,.p,} is a linearly independent set in

F.. Note: {p,.p, | is also a linearly independent set in [P; since p, and p, both happen to be in P..

By inspection. p, =p, +p,. 0f p, +p, —ps =0. By the Spanning Set Theorem,
Span{p,.p,.p,}==Span{p,.p,} . Since neither p, nor p, is a multiple of the other, they are linearly
independent and hence {p,.p,} is a basis for Span{p,.p,.p,}.

. Let {v,,v,} be any linearly independent set in a vector space V. and let v, and v, each be linear

combinations of v, and v,. For instance, let v, =5v, and v, = v, +v,. Then {v, v,} isa basis for
Span{v,. v, v, v, |

[M] Row reduce the following matrices to identify their pivot columns:

I 0 3 I o 3
[w, uw, ul= 3 _21 ‘: - g [; o S0 ) is a basis for H.
-1 1 4]/ o0 o0
-2 2 -l oo
[v, v, w]= :2] ; : - g Eli []} .50 {v,.¥,.v,} is a basis for K.
3 6 =2/ 0 00



