Math 260 Homework 4.2

38. [M] The graph of f{f) is given below. A conjecture is that f(f) = sin 3f.
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The graph of g(f) is given below. A conjecture is that gif) = cos 4.
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The graph of hir) is given below. A conjecture is that hir) = sin 5.
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42 SOLUTIONS

Notes: This section provides a review of Chapter | using the new terminology. Linear tranformations are
introduced quickly since students are already comfortable with the idea from R". The key exercises are
17-26, which are straightforward but help to solidify the notions of null spaces and column spaces.
Exercises 30-36 deal with the kernel and range of a linear transformation and are progressively more
advanced theoretically. The idea in Exercises 7-14 is for the student to use Theorems 1, 2, or 3 to
determine whether a given set is a subspace.

1. One calculates that

T3 5 3T 1] [0 3

Aw=| 6 =2 0| 3|=0],
-8 4 1]-4] [0

so0wisin Nul A.
2. One calculates that

T2 e 417 JO

Aw=|-3 2 5| -1|=|0],
-5 -4 1 1f [0

sowisin Nul A.

. First find the general solution of Ax = 0} in terms of the free variables. Since

R

the general solution is x, =2x; —4x,, x, =-3x, + 2x,., with x; and x, free. So

X 2 —4
x, =3 2
x= N =1 : +1, ol
x, 0 1
and a spanning set for Nul A is
21 [4
-3 2
]
0 1

. First find the general solution of Ax = 0 in terms of the free variables. Since

oy e

the general solution is x; =3x,, x, =0, with x, and x, free. So

X 3 0
I 1 0
X= =X |+x| |
X 0 0
X, 0 1
and a spanning set for Nul A is

3 [o]

Lo

ol'lo

011

. First find the general solution of Ax = 0 in terms of the free variables. Since

M 4 0 20 0
[4 0]-[0 0 1 -5 0 0]
0 00 0 10

the general solution is x, =4x, —2x,, x, =5x,, X, =0.with x, and x, free. So



X, 4 -2
X 1 0
X=X [=x50+x,) 5|,
x, 0 1
X 0 0
and a spanning set for Nul A is
4][-2
1 0
0L 5
0 1
ojjf o

. First find the general solution of Ax =0 in terms of the free variables. Since
10 5 -6 10
[4 0]-j0 1 -3 1 0 0f
00 0 000

the general solution is x, =—-5x, +6x, — x5, ¥, =31, —x,, with x;, x,,and x; free. So

X 5] 6 -1
X 3 -1 0
Xx=|x|=x| li+x| 0l+x| O},
x, 0 1 0
X 0 0 1

5

and a spanning set for Nul A is

=S| 6|1
3p|1-1(1 0
1. 0 0
0 1] 0
oo 1

. The set W is a subset of B. If W were a vector space (under the standard operations in R, then it
would be a subspace of R*. But W is not a subspace of B’ since the zero vector is not in W. Thus Wis
not a vector space.

. The set W is a subset of B. If W were a vector space (under the standard operations in &), then it
would be a subspace of ', But W is not a subspace of R’ since the zero vector is not in W. Thus W is
not a vector space.

. The set W is the set of all solutions to the homogeneous system of equations p — 3g — 45 =0,

I -3 4 0
2p —5—5r=0. Thus W = Nul A, where A=|:

. Thus W is a subspace of B b
2 0 - —5j| P y

Theorem 2, and is a vector space.

10.

11

13.

14.

16.

The set W is the set of all solutions to the homogeneous system of equations 3a + b — ¢ =0,
31 -1 0

a+b+2c—2d=O.ThusW=Nu]A,wt1ereA=|:11 5 5

} . Thus Wis a subspace of &' by
Theorem 2, and is a vector space.
The set W is a subset of B*. If W were a vector space (under the standard operations in &), then it

would be a subspace of R*. But W is not a subspace of R* since the zero vector is not in W. Thus W is
not a vector space.

. The set W is a subset of . If W were a vector space (under the standard operations in "), then it

would be a subspace of R'. But W is not a subspace of R since the zero vector is not in W. Thus W is
not a vector space.

An element w on W may be written as
1 -6 1 -6

w=e|0|+d| 1/=/0 1[;}
1 0 10
1 -6
where ¢ and d are any real numbers. So W= Col A where A=|0 1|. Thus Wis a subspace of &’
10
by Theorem 3. and is a vector space.
An element w on W may be written as
-1 K I B
5
w=s| 1j+tj-2|=| 1 -2 |:f:|
5 -1 5 -l
-1 3
where a and b are any real numbers. S0 W= Col A where A=| 1| -2|.Thus Wis a subspace of
5 -l
K’ by Theorem 3, and is a vector space.
. An element in this set may be written as
0 2 mfo 2 1
1 -1 2 -1 2
r| . |+s +1 =
3 1 of (3 1 0
2 -1 -1] 12 -1 -1
0o 2 1
. I -1 2
where r, s and  are any real numbers. So the set is Col A where A= i1 ol
2 -1 -l

An element in this set may be writlen as



17.

18.

19.

20,

21

22

1 -1 0 I -1 0
2 3 20 3
b 1 +0 +d 3 = L 3 3 c
- e
0 1 1 o1 1
[
. 20 3
where b, ¢ and d are any real numbers. So the set is Col A where A= | NE
0

The matrix A is a 4 x 2 matrix. Thus
{a) Nul A is a subspace of B, and
(b) Col A is a subspace of R,

The matrix A is a 4 = 3 matrix. Thus
{a) Nul A is a subspace of B, and
(b) Col A is a subspace of R,

The matrix A is a 2 x 5 matrix. Thus
{a) Nul A is a subspace of R, and
(h) Col A is a subspace of R,

The matrix A isa 1 = 5 matrix. Thus
{a) Nul A is asubspace of B’ and
(h) Col Aisasubspace of R' =R.

Either column of A is a nonzero vector in Col A. To find a nonzero vector in Nul A, find the general
solution of Ax = 0 in terms of the free variables. Since

I =2/3 0
0 0 L . .

[4 0] - 0 0 0 . the general solution is x, =(2/3)x,. with x, free. Letting x, be a
0 00

nonzero value (say x, =3 ) gives the nonzero vector
x; 2
X= 1=
|:xz:| |:3]
which is in Nul A.

Any column of A is a nonzero vector in Col A. To find a nonzero vector in Nul A, find the general
solution of Ax = 0 in terms of the free variables. Since

Lo 0

1
1
0
0

[ =

23.

5.

the general solution is x, =—x;, x, =—x,, with x; free. Letting x, be a nonzero value (say x, =—1)
gives the nonzero vector

x 1
x={x|=| 1
Xy -1

which is in Nul A.

Consider the system with augmented matrix [A  w]. Since

ool

the system is consistent and w is in Col A. Also, since

w2

wis in Nul A.

. Consider the system with augmented matrix [A  w]. Since

1 00 -1 1
o 1 0 -1 1
[A w]- .
0 0 1 0 0
o0 0 00

the system is consistent and w is in Col A. Also, since
0 -8 -2 -=20[2] [0

0o 2 2 2|2 |0
Aw = =
I -1 &6 0jo| |0
1 0 =2]2] |0
wis in Nul A
a. True. See the definition before Example 1.
b. False. See Theorem 2.
c. True. See the remark just before Example 4.
d. False. The equation Ax = b must be consistent for every b. See #7 in the table on page 204.
e. True. See Figure 2.
f. True. See the remark after Theorem 3.
a. True. See Theorem 2.
b. True. See Theorem 3.
c. False. See the box after Theorem 3.
d. True. See the paragraph after the definition of a linear transformation.
€. True. See Figure 2.
f. True. See the paragraph before Example 8.



27. Let A be the coefficient matrix of the given homogeneous system of equations. Since Ax = 0 for
3

x=| 2|.xisin NulA. Since NulA is a subspace of R’, it is closed under scalar multiplication. Thus

30
10x=| 20| is also in NulA, and x, =30, x, =20, x, =—10 is also a solution to the system of
-10
equations.

28. Let A be the coefficient matrix of the given systems of equations. Since the first system has a
0

solution, the constant vector b=| 1 | is in ColA. Since Col A is a subspace of R, itis closed under
9
0

scalar multiplication. Thus 5h=| 5| is also in Col A, and the second system of equations must thus

45

have a solution.

29 a. Since Al=10, the zero vector is in Col A.
b. Since Ax+ Aw = A(x+w). Ax+ Aw isinCol A.

c. Since c{Ax)= Alcx).cAx isin Col A.

30,

Since T(0,) =10y , the zero vector 0, of Wis in the range of T. Let T(x) and Tiw) be typical

elements in the range of T. Then since T(x)+T(w)=T(x+w),T(x)+T(w) isin the range of T and

the range of T is closed under vector addition. Let ¢ be any scalar. Then since ¢T(x)=T(cx), cTix)

is in the range of T and the range of T is closed under scalar multiplication. Hence the range of T'is a

subspace of W.
31. a. Let p and q be arbitary polynomials in P, and let ¢ be any scalar. Then

0 0 0 o 0
rrp+q;=[“’+q“ )}[pr )+ )}[pn ;}[q( )}=Tl.’p)+'ffq)

(p+aqul) p(l)+ql) p 1 La
and
(CpHO) pi0)
Ti(cp)= = =cT(p)
P [rcmm] [prn} P

50 T 1s a linear transformation.
b. Any quadratic polynomial q for which q(0) =0 and q(1) =0 will be in the kernel of T. The

X 2
polynomial g must then be a multiple of p(f)=t{(r—1). Given any vector [ ’:| ink°, the
X
polynomial p=x, +(x, —x)t has p(0)=1x, and p(1)=x,. Thus the range of Tis all of R".

32. Any quadratic polynomial q for which q(0) =0 will be in the kernel of T. The polynomial q must

[}

34

[}

:.JJ

then be q=ar +br*. Thus the polynomials p (f)=r and p,(r)=1" span the kernel of T If a vector

is in the range of T, it must be of the form |:aj|_ If a vector is of this form, it is the image of the
a
a
polynomial p(f)=a in P, Thus the range of Tis { |:r7:| a rea]}

a. Forany A and Bin M,,, and for any scalar c,
TA+B)=(A+B)+(A+B) =A+B+ A" + B  =(A+ A" )+(B+B")=T(A)+T(B)
and
TicA)=(cA) =c{AT)=cT(A)
so T is a linear transformation.
b. Let B be an element of M., with B = B, and let A=1B. Then
T{A)=A+A" =%B+(]EB)T =%B+%BT =%B +%B= B

c. Part b. showed that the range of T contains the set of all B in M., with B" = B. It must also be
shown that any B in the range of T has this property. Let B be in the range of T. Then B = T(A) for
some Ain M,,,. Then B=A+ A", and

B =(A+ ATV =A" 4 (AT =A" + A=A+ A" =B
so B has the property that B" = B.

b
d. Let A=|:a ﬂ’i| be in the kernel of T. Then T(A)=A+ A" =0, s0
c

aaTo|® b+a cl | 2a e+b| (O O
e d| |b d| |b+c 24| |0 0
L } 0 b
Solving it is found that a =d =0 and ¢ =—b. Thus the kernel of T'is { [ B D} b real}

Let f and g be any elements in C[0, 1] and let ¢ be any scalar. Then Tif) is the antiderivative F of £
with F(0) = 0 and T{g) is the antiderivative G of g with G{0) = 0. By the rules for antidifferentiation
F+G will be an antiderivative of f +g. and (F+G)0)=F(0)+G(0)=0+0=0.Thus

T(F+g)=T(f)+T(g). Likewise cF will be an antiderivative of cf, and (cF)(0) =cF(0)=c0=0.
Thus T(cf)=cT(f). and T is a linear transformation. To find the kernel of T, we must find all

functions fin C]0,1] with antiderivative equal to the zero function. The only function with this
property is the zero function 0, so the kernel of Tis {0}.

. Since Uis a subspace of V, 0, is in U/, Since T'is linear, 7(0,) = 0. So 0y, is in T(U). Let T(x) and

Tiy) be typical elements in T(L). Then x and y are in U, and since U is a subspace of V, x+vy is also
in U. Since Tis linear, T(xX)+T(y)=T(x+¥). So T(x)+T(y) isin TLU), and T(L') is closed under
vector addition. Let ¢ be any scalar. Then since x is in U/ and U/ is a subspace of V. exisin U. Since T



is linear, T{cex)=cT(x) and cT(x) is in 7L ). Thus T(L7) is closed under scalar multiplication, and
TU) is a subspace of W.

36. Since Z is a subspace of W, 0,, isin Z. Since T'is linear, 7(0, ) =0,.. So 0, isin /. Let x and y be
typical elements in U. Then T(x) and T{y) are in Z, and since Z is a subspace of W, T(x)+T(y) is
also in Z. Since T'is linear, T(x)+T(¥)=T(x+y). So T(x+y) isin Z and x+y isin U. Thus U is
closed under vector addition. Let ¢ be any scalar. Then since x is in U/, T{x) is in Z. Since Zis a
subspace of W, cTix) is also in Z. Since T'is linear, ¢T(x) =T (cx) and T(cx) is in T(U). Thus cx isin
U and U is closed under scalar multiplication. Hence U is a subspace of V.

37. [M] Consider the system with augmented matrix [A  w]. Since

0 0 -1/95 1795
1 0 39/19 =20/19
0 1 267795 -172/95]
000 0 0
the system is consistent and w is in ColA. Also, since
7 6 —4 1| 1 14
Aw= -5 -1 0 =2 1 _ 0
9 11 7 3| 0
19 9 7 1|3 0

[=R=—l

(A w]-

w is not in NulA.

38. [M] Consider the system with augmented matrix [A  w]. Since

[A w]-

= =
== - ]
L
=
b

o0 00 0

the system is consistent and w is in ColA. Also, since

-8 5 =2 01 0
-5 2 1 =221 |0
Aw = =
0w -8 6 3|1 0
3 -2 1 0jo] o
wis in NulA.

39, [M]
a. Toshow that a; and a; are in the column space of B, we can row reduce the matrices [B  a, |
and [B a,]:

100 U3
010 U3

B -

[B =15 01 o
000 0
100 10/3
0 1 0 —2/3

[Bas]_

00 1 4
00 0 0

Since both these systems are consistent, a, and a; are in the column space of B. Notice that the
same conclusions can be drawn by observing the reduced row echelon form for A:
1 0 W3 0 103
0 1 U3 0 -=26/3
oo 01 4
00 00 0

. We find the general solution of Ax = 00 in terms of the free variables by using the reduced row

echelon form of A given above: x ={(—1/3)x; — (10/3)x; . x, =(—1/3)x; +(26/3)x,, x, =4x,
with x; and x; free. So

X -1/3] —10/3
X, -1/3 26/3
=15 |=x 1+ x5 01,
X, 0 4
X 0] 1
and a spanning set for Nul A is
-1/3)|-10/3
-1/3|| 26/3
1 0
0 4
0 1

. The reduced row echelon form of A shows that the columns of A are linearly dependent and do

not span R*. Thus by Theorem 12 in Section 1.9, T is neither one-to-one nor onto.



