
Math 260 Section 5.3 
 
Most important ideas: 

• Diagonalization of a matrix.  This is very useful and helps us really understand what a 
particular matrix “is” and what is happening when you multiply a vector by that matrix.   

 

Example 1:  𝐷 = [
2 0
0 −3

],  𝑫𝟐 = [
𝟐 𝟎
𝟎 −𝟑

] [
𝟐 𝟎
𝟎 −𝟑

] = [
𝟒 𝟎
𝟎 𝟗

].  Similarly,  𝑫𝒌 = [
𝟐𝒌 𝟎
𝟎 (−𝟑)𝒌   ]. 

In general, for diagonal matrix 𝐷 =

[
 
 
 
𝑑1

𝑑2

⋱
𝑑𝑛]

 
 
 
,  𝑫𝒌 =

[
 
 
 
 
𝒅𝟏

𝒌

𝒅𝟐
𝒌

⋱
𝒅𝒏

𝒌]
 
 
 
 

. 

We like diagonal matrices for a plethora of reasons, including this one.  
 
Next, suppose that 𝑛 × 𝑛  matrix 𝐴  has 𝑛  distinct (i.e. linearly independent) eigenvectors 
�⃗�1, �⃗�2, … , �⃗�𝑛  with corresponding eigenvalues (not necessarily all different) 𝜆1, 𝜆2, … , 𝜆𝑛.  Then: 
 

𝑨[ �⃗⃗⃗�𝟏  �⃗⃗⃗�𝟐  ⋯ �⃗⃗⃗�𝒏 ] = [ 𝐴�⃗�1  𝐴�⃗�2  ⋯  𝐴�⃗�𝑛 ]  = [ 𝜆1�⃗�1 𝜆2�⃗�2  ⋯ 𝜆𝑛�⃗�𝑛 ] = [ �⃗⃗⃗�𝟏  �⃗⃗⃗�𝟐  ⋯ �⃗⃗⃗�𝒏 ]

[
 
 
 
𝝀𝟏

𝝀𝟐

⋱
𝝀𝒏]

 
 
 
. 

 
 
That is,  𝐴𝑃 = 𝑃𝐷,  where the columns of  𝑃  are the eigenvectors of  𝐴.  So if  𝑃  has an inverse, 
 

𝑨 = 𝑷𝑫𝑷−𝟏,  and 𝑨𝟐 = (𝑷𝑫𝑷−𝟏)(𝑷𝑫𝑷−𝟏) = 𝑷𝑫𝟐𝑷−𝟏 
and in general: 
 

  𝑨𝒌 = 𝑷𝑫𝒌𝑷−𝟏 . 
 

But does  𝑷−𝟏 always exist?  Only if the columns of  𝑷  are linearly independent, which is the 
case if  𝑷  has a complete set of eigenvectors.  
 

Recall that  𝐴�⃗� = 𝜆�⃗� ⇒ 𝐴−1�⃗� =
1

𝜆
�⃗� ,  so  𝐴−1  has the same eigenvectors (the columns of  𝑃)  as  

𝐴  with eigenvalues that are 1 / eigenvalues of  𝐴 , so since  𝐴 = 𝑃𝐷𝑃−1,  then   
 

𝑨−𝟏 = 𝑷𝑫−𝟏𝑷−𝟏  where  𝑫−𝟏 =

[
 
 
 
𝟏/𝝀𝟏

𝟏/𝝀𝟐

⋱
𝟏/𝝀𝒏]

 
 
 

 . 

 

This happens to be  𝑨𝒌 = 𝑷𝑫𝒌𝑷−𝟏  for the case of  𝒌 = −𝟏. 
 

We could also have found  𝑨−𝟏  by finding  𝑨−𝟏 = (𝑷𝑫𝑷−𝟏)−𝟏 =  (𝑷−𝟏)−𝟏𝑫−𝟏𝑷−𝟏 = 𝑷𝑫−𝟏𝑷−𝟏. 
 

  



Example 1:  𝐴 = [
−5 1 3
−7 3 3
−7 1 5

]  has eigenvectors  [
1
1
1
] , [

1
7
0
] , [

3
0
7
]  with eigenvalues  −1, 2, 2. 

 

Then for this  𝐴  we have  𝑷 = [
𝟏 𝟏 𝟑
𝟏 𝟕 𝟎
𝟏 𝟎 𝟕

]  and  𝑫 = [
−𝟏

𝟐
𝟐

] .  Check that  𝑃𝐷𝑃−1 = 𝐴.   

 

Then  𝑨𝟏𝟎 = [
𝟏 𝟏 𝟑
𝟏 𝟕 𝟎
𝟏 𝟎 𝟕

] [
(−𝟏)𝟏𝟎

𝟐𝟏𝟎

𝟐𝟏𝟎

] [
𝟏 𝟏 𝟑
𝟏 𝟕 𝟎
𝟏 𝟎 𝟕

]

−𝟏

= [
−𝟏𝟑𝟔𝟑 𝟑𝟒𝟏 𝟏𝟎𝟐𝟑
−𝟐𝟑𝟖𝟕 𝟏𝟑𝟔𝟓 𝟏𝟎𝟐𝟑
−𝟐𝟑𝟖𝟕 𝟑𝟒𝟏 𝟐𝟎𝟒𝟕

].  

 

Example 2:  𝐴 = [
. 95 . 03
. 05 . 97

]  has eigenvectors  [
3
5
] , [

1
−1

]  with eigenvalues  1 , 0.92. 
 

Then 𝐴 = 𝑃𝐷𝑃−1 = [
3 1
5 −1

] [
1 0
0 . 92

] [
3 1
5 −1

]
−1

 and 

 

𝐥𝐢𝐦
𝒌→∞

𝑨𝒌  = 𝐥𝐢𝐦
𝒌→∞

𝑷𝑫𝒌𝑷−𝟏 = 𝑷( 𝐥𝐢𝐦
𝒌→∞

𝑫𝒌)𝑷−𝟏                                                              
 

= [
𝟑 𝟏
𝟓 −𝟏

] (𝐥𝐢𝐦
𝒌→∞

[𝟏
𝒌 𝟎

𝟎 . 𝟗𝟐𝒌
]) [

𝟑 𝟏
𝟓 −𝟏

]
−𝟏

                     
 

= [
𝟑 𝟏
𝟓 −𝟏

] [
𝟏 𝟎
𝟎 𝟎

] [
𝟑 𝟏
𝟓 −𝟏

]
−𝟏

                                     
 

= [
. 𝟑𝟕𝟓 . 𝟑𝟕𝟓
. 𝟔𝟕𝟓 . 𝟔𝟕𝟓

].         
 

If wanted, we can put eigenvectors in different forms/locations in diagonalizing a matrix. 

Two more (of infinitely many) possible factorizations  𝑃𝐷𝑃−1 of  𝐴 = [
−5 1 3
−7 3 3
−7 1 5

]   are with: 

 

𝑫 𝑷 

[ ] [ ] 

[ ] [ ] 

Find an example of (create/build) a matrix with e-values       ,       ,       and e-vectors  [    ] , [    ] , [    ]: 

 

𝑨 = [ ] [ ] [ ]

−𝟏

≈  [ ] . 


