
Math 260 Section 3.3 
 

Most important ideas: 

• Cramer’s Rule. 

• A formula for the inverse of any size matrix:  Theorem 8 on page 179. 

• Determinants as area or volume. 
 

Notation used in for this section:  𝐴𝑖(�⃗� ) is the matrix 𝐴 but with column 𝑖 replaced with vector �⃗� . 

Cramer’s Rule:  where 𝑥 = [

𝑥1

𝑥2

𝑥3

] is the solution to 𝐴𝑥 = �⃗� , then 

𝑥1 =
det 𝐴1(�⃗� )

det 𝐴
,     𝑥2 =

det 𝐴2(�⃗� )

det 𝐴
,     𝑥3 =

det 𝐴3(�⃗� )

det 𝐴
 

Example:  𝐴 = [
1 2 3
4 5 6
1 1 0

],  �⃗⃗� = [
𝟏
𝟕
𝟐
].  First, 𝐝𝐞𝐭𝑨 = 𝟑.  Then the solution, one variable at a time, is: 

𝑥1 =

|
𝟏 𝟐 𝟑
𝟕 𝟓 𝟔
𝟐 𝟏 𝟎

|

𝟑
=

𝟗

𝟑
= 𝟑               𝑥2 =

|
𝟏 𝟏 𝟑
𝟒 𝟕 𝟔
𝟏 𝟐 𝟎

|

𝟑
=

−𝟑 

  𝟑
= −𝟏               𝑥3 =

|
𝟏 𝟐 𝟏
𝟒 𝟓 𝟕
𝟏 𝟏 𝟐

|

𝟑
=

𝟎

𝟑
=  𝟎     

 

Check solution:   [
1 2 3
4 5 6
1 1 0

] [
𝟑

−𝟏
𝟎
 ] = [

1
7
2
]. 

We could write 

�⃗⃗� =

[
 
 
 
 
 
 
 
 
 
 
 
 
 |
𝟏 𝟐 𝟑
𝟕 𝟓 𝟔
𝟐 𝟏 𝟎

|

𝐝𝐞𝐭𝑨

|
𝟏 𝟏 𝟑
𝟒 𝟕 𝟔
𝟏 𝟐 𝟎

|

𝐝𝐞𝐭𝑨

|
𝟏 𝟐 𝟏
𝟒 𝟓 𝟕
𝟏 𝟏 𝟐

|

𝐝𝐞𝐭𝑨 ]
 
 
 
 
 
 
 
 
 
 
 
 
 

 

  



Recall:  Suppose 𝑋 is the inverse of 𝐴.  That is, where  𝑋 = [𝑥 1 𝑥 2 𝑥 3],  we have  𝐴𝑋 = 𝐼,   

that is,  𝐴[𝑥 1 𝑥 2 𝑥 3] = [𝐴𝑥 1 𝐴𝑥 2 𝐴𝑥 3] = [
1 0 0
0 1 0
0 0 1

]. 

So with  𝐴 = [
1 2 3
4 5 6
1 1 0

],  we can find (solve for) the columns of inverse matrix  𝑋  one column at a time:   

 

                               𝐴𝑥 1 = [
𝟏
𝟎
𝟎
]   ⇒                   𝐴𝑥 2 = [

𝟎
𝟏
𝟎
]   ⇒                    𝐴𝑥 3 = [

𝟎
𝟎
𝟏
]   ⇒  

 

𝑥 1 =

[
 
 
 
 
 
 
 
 
 
 
 |
𝟏 𝟐 𝟑
𝟎 𝟓 𝟔
𝟎 𝟏 𝟎

|

𝐝𝐞𝐭 𝑨

|
𝟏 𝟏 𝟑
𝟒 𝟎 𝟔
𝟏 𝟎 𝟎

|

𝐝𝐞𝐭 𝑨

|
𝟏 𝟐 𝟏
𝟒 𝟓 𝟎
𝟏 𝟏 𝟎

|

𝐝𝐞𝐭 𝑨 ]
 
 
 
 
 
 
 
 
 
 
 

           �⃗⃗� 𝟐 =

[
 
 
 
 
 
 
 
 
 
 
 |
𝟎 𝟐 𝟑
𝟏 𝟓 𝟔
𝟎 𝟏 𝟎

|

𝐝𝐞𝐭 𝑨

|
𝟏 𝟎 𝟑
𝟒 𝟏 𝟔
𝟏 𝟎 𝟎

|

𝐝𝐞𝐭 𝑨

|
𝟏 𝟐 𝟎
𝟒 𝟓 𝟏
𝟏 𝟏 𝟎

|

𝐝𝐞𝐭 𝑨 ]
 
 
 
 
 
 
 
 
 
 
 

            �⃗⃗� 𝟑 =

[
 
 
 
 
 
 
 
 
 
 
 |
𝟎 𝟐 𝟑
𝟎 𝟓 𝟔
𝟏 𝟏 𝟎

|

𝐝𝐞𝐭𝑨

|
𝟏 𝟎 𝟑
𝟒 𝟎 𝟔
𝟏 𝟏 𝟎

|

𝐝𝐞𝐭𝑨

|
𝟏 𝟐 𝟎
𝟒 𝟓 𝟎
𝟏 𝟏 𝟏

|

𝐝𝐞𝐭𝑨 ]
 
 
 
 
 
 
 
 
 
 
 

 

 
 
This leads to the formula for finding the inverse given in Theorem 8 on page 179: 
 

                                               𝑨−𝟏 =
𝟏

𝐝𝐞𝐭𝑨

[
 
 
 
 
     |

𝟓 𝟔
𝟏 𝟎

| − |
𝟐 𝟑
𝟏 𝟎

|     |
𝟐 𝟑
𝟓 𝟔

|

− |
𝟒 𝟔
𝟏 𝟎

|     |
𝟏 𝟑
𝟏 𝟎

| − |
𝟏 𝟑
𝟒 𝟔

|

    |
𝟒 𝟓
𝟏 𝟏

| − |
𝟏 𝟐
𝟏 𝟏

|     |
𝟏 𝟐
𝟒 𝟓

|]
 
 
 
 
 

 

                                                                               

                                                        =        
𝟏

𝟑
       [

−𝟔  −(−𝟑) −𝟑  

−(−𝟔) −𝟑  −(−𝟔)

−𝟏  −(−𝟏) −𝟑  
]   

 

                                                        =                        [
−𝟐   𝟏  −𝟏

𝟐   −𝟏  𝟐
−𝟏 𝟑⁄ 𝟏/𝟑 −𝟏

] 

 
 
 
  



If  𝐴  is the matrix whose columns are the coordinates (relative to the origin) of the vectors 
which define a parallelogram in 𝑅2 or a parallelepiped in 𝑅3, then det 𝐴 is the area or volume of 
that parallelogram or parallelepiped. 
 
Example:  Find the area of the parallelogram whose four vertices are (2,1), (5,3), (1,4), (4,6).  
 
We start by translating (moving) the 
parallelogram, as shown at right, so that one 
of its vertices is at the origin and then the 
two vertices that are connected to the origin 
are  (𝟑, 𝟐)  and  (−𝟏, 𝟑)  so the area is 

|
 𝟑 −𝟏 
 𝟐 𝟑 

| = 𝟏𝟏. 

 
Example:  Find the volume of the parallelepiped with one vertex at the origin and whose other 
three vertices are at  ( 2, 1, 1), ( 3, 1, 1)  and  ( 4, 1, −1). 

The volume is   |
𝟐  𝟑 𝟒
𝟏  𝟏 𝟏
𝟏  𝟏 −𝟏

| = 𝟐.  This is harder to draw, so I won’t attempt it.  Figure 4 on page 

181 gives a drawing of how this sort of thing looks. 
 
This can also be used to determine the “volume” of parallela-things in higher dimensions.   
 
Finally, if  𝑆  is some shape in  𝑅2  and  𝑇(𝑥 ) = 𝐴𝑥   is a linear transformation, then the area of 
𝑇(𝑆)  is  det 𝐴 ⋅ area of 𝑆. 
 
Example:  Suppose 𝑆 is the rectangle with vertex at the origin and with width 3 and height 2.   
 
                                                                                                               𝑆                                              𝑇(𝑆) 
 

Let  𝑇(𝑥 ) = 𝐴𝑥   where  𝐴 = [
1 −2
1 1

].   

Then  𝑇 ([
3
0
]) = [

1 −2
1 1

] [
3
0
] = [

𝟑
𝟑
]   

  And  𝑇 ([
0
2
]) = [

1 −2
1 1

] [
0
2
] = [

−𝟒
𝟐
].   

 

The area of  𝑆  is  6.  The area then of  𝑇(𝑆)  is  |
𝟏 −𝟐
𝟏 𝟏

| ⋅ 𝟔 = 𝟏𝟖. 

 
This is also true for transformations in higher dimensions, even those we can’t visualize                       
(in  𝑅3, 𝑅4, etc.). 
 
 
 
 


