
Math 260 Section 2.1 
 

Most important ideas: 

• Rules and properties of matrix multiplication in Theorem 1, Theorem 2 and                  
Theorem 3.  Also see warnings on page 98. 

• Very important:  what multiplying one matrix by another really means:  page 95. 

• A handy way to compute matrix product on page 96. 
 

Problem 1:  Let 𝐴 = [

1 2 3
4 5 6
7 8 9
10 11 12

]  and  𝐵 = [
1 3
2 0

−1 1
] .  Find   𝐴 [ �⃗� 1 �⃗� 2 ].  

Use definition of matrix multiplication on page 110 and definition of matrix-vector multiplication on 
page 41 to find 𝐴𝐵. 

      [

𝟏 𝟐 𝟑
𝟒 𝟓 𝟔
𝟕 𝟖 𝟗
𝟏𝟎 𝟏𝟏 𝟏𝟐

] [
𝟏
𝟐

−𝟏
] = 𝟏 [

𝟏
𝟒
𝟕
𝟏𝟎

] + 𝟐 [

𝟐
𝟓
𝟖
𝟏𝟏

] + (−𝟏) [

𝟑
𝟔
𝟗
𝟏𝟐

] = [

𝟐
𝟖
𝟏𝟒
𝟐𝟎

] . 

      [

𝟏 𝟐 𝟑
𝟒 𝟓 𝟔
𝟕 𝟖 𝟗
𝟏𝟎 𝟏𝟏 𝟏𝟐

] [
𝟑
𝟎
𝟏
] = 𝟑 [

𝟏
𝟒
𝟕
𝟏𝟎

] + 𝟎 [

𝟐
𝟓
𝟖
𝟏𝟏

] + 𝟏 [

𝟑
𝟔
𝟗
𝟏𝟐

] = [

𝟔
𝟏𝟖
𝟑𝟎
𝟒𝟐

] .  

So    [

𝟏 𝟐 𝟑
𝟒 𝟓 𝟔
𝟕 𝟖 𝟗
𝟏𝟎 𝟏𝟏 𝟏𝟐

] [
𝟏 𝟑
𝟐 𝟎

−𝟏 𝟏
] = [

𝟐 𝟔
𝟖 𝟏𝟖

𝟏𝟒 𝟑𝟎
𝟐𝟎 𝟒𝟐

] . 

Notice dimensions:   4 × 3  ∗    3 × 2 =  4 × 2.    In general:   𝑎 × 𝑏   ∗     𝑏 × 𝑐 =   𝑎 × 𝑐. 

We could also use alternate rule for matrix multiplication on page 96 to find 𝐴𝐵. 

So, for example, to get the value 30 in row 3, column 2 we multiple row 3 of the first matrix 
with column 2 of the second matrix:  𝟕 ⋅ 𝟑 + 𝟖 ⋅ 𝟎 + 𝟗 ⋅ 𝟏 = 𝟑𝟎. 

Examples of some matrices we’ll see in the next section:  

𝐴 = [
1 2 3
4 5 6
7 8 9

]       𝐸1 = [
1 0 0

−4 1 0
0 0 1

]       𝐸2 = [
0 1 0
1 0 0
0 0 1

]       𝐸3 = [
1 0 0
0 3 0
0 0 1

]   

 

𝑬𝟏𝑨 = [
𝟏 𝟎 𝟎

−𝟒 𝟏 𝟎
𝟎 𝟎 𝟏

] [
𝟏 𝟐 𝟑
𝟒 𝟓 𝟔
𝟕 𝟖 𝟗

] = [
𝟏 𝟐 𝟑
𝟎 −𝟑 −𝟔
𝟕 𝟖 𝟗

] . 

𝑬𝟐𝑨 = [
𝟎 𝟏 𝟎
𝟏 𝟎 𝟎
𝟎 𝟎 𝟏

] [
𝟏 𝟐 𝟑
𝟒 𝟓 𝟔
𝟕 𝟖 𝟗

]    = [
𝟒 𝟓 𝟔
𝟏 𝟐 𝟑
𝟕 𝟖 𝟗

] . 

𝑬𝟑𝑨 = [
𝟏 𝟎 𝟎
𝟎 𝟑 𝟎
𝟎 𝟎 𝟏

] [
𝟏 𝟐 𝟑
𝟒 𝟓 𝟔
𝟕 𝟖 𝟗

]    = [
𝟏 𝟐 𝟑
𝟏𝟐 𝟏𝟓 𝟏𝟖
𝟕 𝟖 𝟗

] . 

 
These sorts of matrices accomplish the three elementary row operations: (1) add/subtract a 
multiple of one row to/from another; (2) swap two rows; (3) multiply a row by a number/scalar. 



Problem 2:  Let  𝐼 = [
1 0
0 1

] ,  𝐴 = [
1 2
3 4

] ,  𝐵 = [ �⃗� 1 �⃗� 2 ] = [
5 6
7 0

] ,  𝐶 = [
−2    1
3/2 −1/2

] ,  

                                      𝐷 = [
1 3

−2 −6
] ,  𝑀 = [

15 −9
−5 3

],  𝑁 = [
10 3

16/3 1
] 

 

      𝐴�⃗� 1 = [
𝟏 ⋅ 𝟓 + 𝟐 ⋅ 𝟕
𝟑 ⋅ 𝟓 + 𝟒 ⋅ 𝟕

] = [
𝟏𝟗
𝟒𝟑

]         𝐴�⃗� 2 = [
𝟔
𝟏𝟖

]     

       𝐴𝐵 = [
𝟏𝟗 𝟔
𝟒𝟑 𝟏𝟖

]           𝐵𝐴 = [
𝟐𝟑 𝟑𝟒
𝟕 𝟏𝟒

] ≠ 𝑨𝑩     

       𝐴𝐼 = [
𝟏 𝟐
𝟑 𝟒

] = 𝑨           𝐼𝐴 = [
𝟏 𝟐
𝟑 𝟒

] = 𝑨     

      𝐴𝐶 = [
𝟏 𝟎
𝟎 𝟏

] = 𝑰           𝐶𝐴 = [
𝟏 𝟎
𝟎 𝟏

] = 𝑰     

      𝐴𝑇 = [
𝟏 𝟑
𝟐 𝟒

]       (𝐴𝑇)𝑇 = [
𝟏 𝟐
𝟑 𝟒

] = 𝑨            𝐵𝑇 = [
𝟓 𝟕
𝟔 𝟎

]   

(𝐴𝐵)𝑇 = [
𝟏𝟗 𝟒𝟑
𝟔 𝟏𝟖

]       𝐵𝑇𝐴𝑇 = [
𝟏𝟗 𝟒𝟑
𝟔 𝟏𝟖

] = (𝑨𝑩)𝑻      𝐴𝑇𝐵𝑇 = [
𝟐𝟑 𝟕
𝟑𝟒 𝟏𝟒

] = (𝑩𝑨)𝑻 

     𝐷𝑀 = [
𝟎 𝟎
𝟎 𝟎

]              𝐷𝐵 = [
𝟐𝟔 𝟔

−𝟓𝟐 −𝟏𝟐
]        𝐷𝑁 = [

𝟐𝟔 𝟔
−𝟓𝟐 −𝟏𝟐

]     

 

Other observations:    

   𝑫𝑴 = 𝟎  (the 0 matrix) does not necessary mean that either  𝑫  or  𝑴  is the 0 matrix. 

   𝑫𝑩 = 𝑫𝑵  does not necessarily mean that  𝑩 = 𝑵.                                                                     

Why  𝐶𝐴 = 𝐼  is a very useful fact…     

Example:  𝐴 = [
1 2
3 4

],  𝐶 = [
−2    1

  3/2 −1/2
]  ;and  �⃗� = [

1
5
].   Note that  𝐴𝐶 = 𝐼. 

Given      𝑨�⃗⃗� = �⃗⃗�   So if   [
𝟏 𝟐
𝟑 𝟒

] [
𝒙𝟏

𝒙𝟐
] = [

𝟏
𝟓
], 

Then   𝐶𝐴𝑥 = 𝐶�⃗� 

So       𝐼𝑥 = 𝐶�⃗�  

That is        �⃗⃗� = 𝑪�⃗⃗�      then  �⃗⃗� = [
𝒙𝟏

𝒙𝟐
] = [

−𝟐    𝟏
  𝟑/𝟐 −𝟏/𝟐

] [
𝟏
𝟓
] = [

𝟑
−𝟏

].

 

Preview of next section:  what condition on  𝑎, 𝑏, 𝑐, 𝑑  guarantees that  [
𝑎 𝑏
𝑐 𝑑

] [
𝑥1

𝑥2
] = [

∗
∗
]  has a 

unique solution, no matter what the right hand side  [
∗
∗
]  is? 

[
𝒂 𝒃
𝒄 𝒅

|
∗
∗
] ~  [

𝟏 𝒃/𝒂
𝒄 𝒅

|
∗
∗
]  ~ [

𝟏 𝒃/𝒂
𝟎 𝒅 − 𝒄𝒃/𝒂

|
∗
∗
]  ~ [

𝟏 𝒃/𝒂
𝟎 𝟏

|
∗
∗
]  

In the final step we needed to be able to divide by  𝒅 − 𝒄𝒃/𝒂  which is possible if  𝒅 − 𝒄𝒃/𝒂 ≠ 𝟎.  
So the condition that guarantees a unique solution is that  𝒅 − 𝒄𝒃 𝒂⁄ ≠ 𝟎, i.e.  𝒂𝒅 − 𝒃𝒄 ≠ 𝟎. 

 


