
Definitions and/or examples of words we’ve used in Chapter 1 

 

Linear equation   2𝑥1 + 𝑥2 − 4𝑥3 = 10 

Linear transformation   𝑇(𝑐1�⃗�1 + 𝑐2�⃗�2) = 𝑐1𝑇(�⃗�1) + 𝑐2𝑇(�⃗�2). 

      For example, 𝑇(𝑥1, 𝑥2) = (𝑥1 + 3𝑥2, 𝑥1 − 𝑥2, 5𝑥2) = [
1 3
1 −1
0 5

] [
𝑥1

𝑥2
]. 

Linear combination  of vectors  �⃗�1, �⃗�2, … , �⃗�𝑛  is  𝑐1�⃗�1 + 𝑐2�⃗�2 + ⋯ + 𝑐𝑛�⃗�𝑛. 

Row reduction   The process of putting a matrix into (reduced) echelon form. 

Gaussian elimination   One specific organized way of doing row reduction. 

Pivot   The leading “1” in each row when doing Gaussian Elimination. 

Span (Noun) 𝑠𝑝𝑎𝑛{�⃗�1, �⃗�2, … , �⃗�𝑛}  is the set of all vectors that can be built (as a linear 
combination of) the vectors  �⃗�1, �⃗�2, … , �⃗�𝑛.  

Span (Verb)  {�⃗�1, �⃗�2, … , �⃗�𝑛}  spans  𝑅𝑚  means everything in  𝑅𝑚  can be built (as a linear 
combination of) the vectors  �⃗�1, �⃗�2, … , �⃗�𝑛. 

General solution   All solutions of  𝐴�⃗� = �⃗⃗�, usually of a form like  �⃗�𝑝 + 𝑐�⃗�ℎ  where  �⃗�𝑝  is a 

particular solution and where  �⃗�ℎ  is a homogenous solution. 

Particular solution   One solution (any solution!) of  𝐴�⃗� = �⃗⃗�. 

Homogenous problem   The problem where the right hand side is  0⃗⃗,  i.e.  𝐴�⃗� = 0⃗⃗.     

Homogenous solution   The solution(s)  �⃗�ℎ to the homogeneous problem   𝐴�⃗� = 0⃗⃗.       
If  �⃗�1, … , �⃗�𝑛 are all homogenous solutions, then so is any linear combination of them:   

𝐴(𝑐1�⃗�1 + ⋯ 𝑐𝑛�⃗�𝑛) = 𝐴(𝑐1�⃗�1) + ⋯ + 𝐴(𝑐𝑛�⃗�𝑛) = 𝑐1𝐴�⃗�1 + ⋯ + 𝑐𝑛𝐴�⃗�𝑛 = 𝑐10⃗⃗ + ⋯ + 𝑐𝑛0⃗⃗ = 0⃗⃗ 

Trivial solution  The solution  �⃗� = 0⃗⃗  to  𝐴�⃗� = 0⃗⃗. 

Given matrix  𝐴 = [�⃗�1 ⋯ �⃗�𝑛] : 

Idea Formal definition 
Matrix version of 
formal definition 

Intuition 
One important 
consequence 

Linear 
independence 

𝑥1�⃗�1 + ⋯ + 𝑥𝑛�⃗�𝑛 = 0⃗⃗ 

only for 
𝑥1 = ⋯ = 𝑥𝑛 = 0 

𝐴�⃗� = 0⃗⃗ 
only for 

�⃗� = 0⃗⃗ 

None of the  
vectors  �⃗�𝑖   is a 

linear combination 
of the others. 

For each RHS  �⃗⃗�, 
there is at most  

one solution. 

Linear 
dependence 

𝑥1�⃗�1 + ⋯ + 𝑥𝑛�⃗�𝑛 = 0⃗⃗   

for some                       
𝑥1, … , 𝑥𝑛 not all  0 

𝐴�⃗� = 0⃗⃗   

for some 

�⃗� ≠ 0⃗⃗ 

One or more of the 
vectors  �⃗�𝑖   is a 

linear combination 
of the others. 

If for a certain RHS  �⃗⃗�  

the problem  𝐴�⃗� = �⃗⃗�  
has a solution, then it 
has infinite solutions. 

 

  



Three different ways to write the same problem: 

   𝑥1 + 2𝑥2 + 3𝑥3 = 4
5𝑥1 +         −6𝑥3 = 7

               𝑥1 [
1
5

] + 𝑥2 [
2
0

] + 𝑥3 [
3

−6
] = [

4
7

]               [
 1 2 3 
 5 0 −6 

] [

𝑥1

𝑥2

𝑥3

] = [
4
7

] 

All can be solved by row reducing the augmented matrix: 

[
 1 2 3   
 5 0 −6   

|   
4 
7 

] ~ [
 1 2 3   
 0 −10 −21   

|   
4 

−13 
] ~ [

 1 2 3   
 0 1 2.1   

|   
4 

1.3 
] ~ [

 1 0 −1.2   
 0 1 2.1   

|   
1.4 
1.3 

] 

Pivots in every row tell us there is a solution.  The non-pivot columns tell us which variables are 
free variables.  For this problem, we expected there to be infinite solutions because there were 
fewer equations than unknowns, that is, fewer rows than columns in the coefficient matrix. 

From   
𝑥1       − 1.2𝑥3 = 1.4
      𝑥2 + 2.1𝑥3 = 1.3

   we get general solution of   

𝑥1 =     1.2𝑥3 + 1.4
𝑥2 = −2.1𝑥3 + 1.3
𝑥3 =       𝑓𝑟𝑒𝑒          

 , which can also be 

written as  [

𝑥1

𝑥2

𝑥3

] = [
   1.2𝑥3 + 1.4
−2.1𝑥3 + 1.3

𝑥3  
] = 𝑥3 [

1.2
−2.1

1   
] + [

1.4
1.3
0

].  Part of this general solution [
1.2

−2.1
1   

] is 

the homogenous solution, that is, the solution to the homogenous problem:  

[
 1 2 3 
 5 0 −6 

] [
1.2

−2.1
1   

] = [
0
0

] . 

Any multiple of a homogenous solution is also a homogenous solution:   

If 𝐴�⃗�ℎ = 0⃗⃗, then 𝐴(𝑐�⃗�ℎ) = 𝑐𝐴�⃗�ℎ = 𝑐0⃗⃗ = 0⃗⃗. 

In the general solution,  [
1.4
1.3
0

]  is one particular solution (of many).  That is, 

[
 1 2 3 
 5 0 −6 

] [
1.4
1.3
0

] = [
4
7

] . 

Another particular solution (where  𝑥3  is  1) is [
2.6

−0.8
1

] , since [
 1 2 3 
 5 0 −6 

] [
2.6

−0.8
1 

] = [
4
7

]. 

In general, every solution  �⃗�  to the problem  𝐴�⃗� = �⃗⃗�  is comprised of a particular solution  �⃗�𝑝, 

where 𝐴�⃗�𝑝 = �⃗⃗�,  and a homogenous solution  �⃗�ℎ (where 𝐴�⃗�ℎ = 0⃗⃗):  �⃗� = �⃗�𝑝 + 𝑐�⃗�ℎ. 

We learn a lot about solutions to  𝐴�⃗� = �⃗⃗�  by looking at just the coefficient matrix (i.e. the non-

augmented matrix) 𝐴 = [
 1 2 3 
 5 0 −6 

].  Note that [
 1 2 3 
 5 0 −6 

] ~ [
 1 0 −1.2   
 0 1 2.1   

].  The two 

pivot columns tell us that these first two columns are the linearly independent columns of the 

three columns in  𝐴.  (Bonus: we also see that  [
3

−6
] = −1.2 [

1
5

] + 2.1 [
2
0

].)  Since these 

columns are linearly dependent, then any problem—in other words, the problem  𝐴�⃗� = �⃗⃗�  for 

any  �⃗⃗�—which has a solution will actually have an infinite number of solutions.  (So in function 

talk, 𝑇(�⃗�) = 𝐴𝑥  is not 1-to-1.)  Next,  [
 1 0 −1.2   
 0 1 2.1   

]  has a pivot in every row—that is, there 

are no rows of all 0’s—which tells us that  𝐴�⃗� = �⃗⃗�  has a solution for every right hand side  �⃗⃗�.  

(So in function talk, 𝑇(�⃗�) = 𝐴𝑥 is onto.)  So we can conclude that for  𝐴 = [
 1 2 3 
 5 0 −6 

],  the 

problem  𝐴�⃗� = �⃗⃗�  has an infinite number of solutions no matter what  �⃗⃗�  is.  Of course what the 

solutions actually are will depend on what  �⃗⃗�  is. 


