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/50  T/F. Answer the following 25 True/False questions.  Each question is worth 2 points.  Note: “True” 
means always true or necessarily true.  “False” means that it may be true some times or under 
some circumstances, but not always or not necessarily.   No explanation is necessary whether 
true or false. 

   T       F If  𝑈𝑈  is square and an orthogonal matrix (i.e., if  𝑈𝑈𝑇𝑇𝑈𝑈 = 𝐼𝐼), then it is also true that  
𝑈𝑈𝑈𝑈𝑇𝑇 = 𝐼𝐼. 

   T       F If  �⃗�𝑥  is orthogonal to  𝑢𝑢�⃗   and  𝑣𝑣, then  �⃗�𝑥  is orthogonal to  𝑢𝑢�⃗ − 𝑣𝑣. 

   T       F Given a subspace  𝑊𝑊  of  𝑅𝑅𝑛𝑛, every vector  �⃗�𝑦 ∈ 𝑅𝑅𝑛𝑛  can be written as  �⃗�𝑦 = 𝑧𝑧1 + 𝑧𝑧2  
where  𝑧𝑧1 ∈ 𝑊𝑊  and  𝑧𝑧1 ⋅ 𝑧𝑧2 = 0.   

   T       F If  ‖𝑢𝑢�⃗ + �⃗�𝑣‖2 = ‖𝑢𝑢�⃗ ‖2 + ‖�⃗�𝑣‖2, then  𝑢𝑢�⃗   and  𝑣𝑣  are orthogonal. 

   T       F For  𝑢𝑢�⃗ , �⃗�𝑣 ∈ 𝑅𝑅3, where  𝑆𝑆 = 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠{𝑢𝑢�⃗ , 𝑣𝑣}  and  dim 𝑆𝑆 = 2, then  𝑆𝑆  is a plane and  𝑆𝑆⊥ 
is the line perpendicular to  𝑆𝑆  that passes through the origin. 

   T       F Every orthogonal set of vectors is linearly independent. 

   T       F Every linearly independent set of vectors is orthogonal. 

   T       F Given  �⃑�𝑦  and subspace  𝑊𝑊, the vector  𝑠𝑠𝑝𝑝𝑝𝑝𝑗𝑗𝑊𝑊�⃑�𝑦 − �⃑�𝑦  is orthogonal to  𝑊𝑊. 

   T       F Where  𝐴𝐴 = [�⃑�𝑠1  �⃑�𝑠2  … �⃑�𝑠𝑛𝑛]  and  �⃑�𝑥 = (𝑥𝑥1, 𝑥𝑥2, … , 𝑥𝑥𝑛𝑛),  in general, the best solution  
�⃑�𝑥  to  𝐴𝐴�⃑�𝑥 = 𝑏𝑏�⃑   is equivalent to the values of  𝑥𝑥1, 𝑥𝑥2, … , 𝑥𝑥𝑛𝑛  for which the linear 
combination  𝑥𝑥1�⃑�𝑠1 + 𝑥𝑥2�⃑�𝑠2 + ⋯+ 𝑥𝑥𝑛𝑛�⃑�𝑠𝑛𝑛   is closest to  𝑏𝑏�⃑ . 

   T       F If the columns of  𝑠𝑠 × 𝑠𝑠  matrix  𝐴𝐴  are orthonormal, then the solution  �⃑�𝑥  to  𝐴𝐴�⃑�𝑥 = 𝑏𝑏�⃑   
is  𝐴𝐴−1𝑏𝑏�⃑ . 

   T       F The least squares to solution to  𝐴𝐴�⃑�𝑥 = 𝑏𝑏�⃑   is the vector  �⃑�𝑥  which minimizes  �𝑏𝑏�⃑ − 𝐴𝐴�⃑�𝑥�. 

   T       F For two vectors  𝑢𝑢�⃗   and  �⃗�𝑣  in  𝑅𝑅4,  𝑢𝑢�⃗ ⋅ �⃗�𝑣 = 0  means the vectors are orthogonal. 

   T       F ‖𝑢𝑢�⃑ − �⃑�𝑣‖ = ‖𝑢𝑢�⃑ ‖ + ‖�⃑�𝑣‖. 
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   T       F If  𝑢𝑢�⃑   is in  𝐶𝐶𝑝𝑝𝐶𝐶 𝐴𝐴𝑇𝑇  and if  𝑣𝑣  is in  𝑁𝑁𝑢𝑢𝐶𝐶 𝐴𝐴,  then it must be that  𝑢𝑢�⃑ ⋅ 𝑣𝑣 = 0. 

   T       F If  𝑊𝑊 = 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠{𝑣𝑣1𝑣𝑣2}, then  𝑠𝑠𝑝𝑝𝑝𝑝𝑗𝑗𝑊𝑊𝑢𝑢�⃗ = 〈𝑢𝑢��⃗  ,𝑣𝑣�⃗ 1〉
〈𝑣𝑣�⃗ 1,𝑣𝑣�⃗ 1〉

𝑣𝑣1 + 〈𝑢𝑢��⃗  ,𝑣𝑣�⃗ 2〉
〈𝑣𝑣�⃗ 2,𝑣𝑣�⃗ 2〉

𝑣𝑣2. 

   T       F It is possible for four non-zero vectors in 𝑅𝑅5  to be mutually orthogonal. 

   T       F For any matrix 𝐴𝐴, the product  𝐴𝐴𝑇𝑇𝐴𝐴  has an inverse. 

   T       F 𝑃𝑃𝑝𝑝𝑝𝑝𝑗𝑗𝑎𝑎�⃗ 𝑏𝑏�⃗ = 𝑏𝑏�⃗ ⋅𝑎𝑎�⃗
𝑏𝑏�⃗ ⋅𝑏𝑏�⃗
�⃗�𝑠. 

   T       F If  〈𝑓𝑓,𝑔𝑔〉 = ∫ 𝑓𝑓(𝑡𝑡)𝑔𝑔(𝑡𝑡) 𝑑𝑑𝑡𝑡1
0 , then ‖−5𝑓𝑓‖ = 5‖𝑓𝑓‖. 

   T       F ��11� , �00�� is an orthogonal basis for  𝑅𝑅2. 

   T       F If  𝐴𝐴  has orthonormal columns, then for any vectors  �⃗�𝑥  and  �⃗�𝑦  it is true that                  
(𝐴𝐴�⃗�𝑥) ⋅ (𝐴𝐴�⃗�𝑦) = �⃗�𝑥 ⋅ �⃗�𝑦. 

   T       F Every matrix has a complete (linearly independent) set of orthonormal eigenvectors. 

   T       F If  𝐴𝐴  is invertible and has an eigenvalue of  1, then so does  𝐴𝐴−1. 

   T       F Each eigenvector of  𝐴𝐴  is also an eigenvector of  𝐴𝐴2. 

   T       F If  𝐴𝐴 = �1 3 5
2 4 6� and  𝑏𝑏�⃗ = �78�, then  𝑃𝑃𝑝𝑝𝑝𝑝𝑗𝑗𝐶𝐶𝐶𝐶𝐶𝐶 𝐴𝐴𝑏𝑏�⃗ = �78�. 

   T       F If  �⃗�𝑣  is an eigenvector of both  𝐴𝐴  and  𝐵𝐵, then  �⃗�𝑣  is also an eigenvector of both  𝐴𝐴𝐵𝐵  
and  𝐵𝐵𝐴𝐴.  
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/24 1. Suppose matrix  𝑈𝑈 = �

1/2 1/2
1/2 −1/2
1/2 1/2
1/2 −1/2

�  and  𝑏𝑏�⃗ = �

1
1
1
0

�, and  𝐴𝐴 = �

1 1
1 5
1 1
1 5

�.   

  Note that 𝐶𝐶𝑝𝑝𝐶𝐶 𝑈𝑈 = 𝐶𝐶𝑝𝑝𝐶𝐶 𝐴𝐴  (since column 1 of  𝐴𝐴  is twice column 1 of  𝑈𝑈,  and column 2 
of  𝐴𝐴 is six times the column 1 of  𝑈𝑈  minus four times column 2 of  𝑈𝑈). 

/7 (a) Find the orthogonal projection of  𝑏𝑏�⃗   onto  𝐶𝐶𝑝𝑝𝐶𝐶 𝑈𝑈.  Notice that the columns of  𝑈𝑈  are 
orthonormal.   

 
 
 
 

 
 
 
/3 (b) Find  𝑈𝑈𝑈𝑈𝑇𝑇𝑏𝑏�⃗ . 
 
 
 
 
 

 
 
/5 (c) Find the least squares solution  �⃗�𝑥�  to  𝑈𝑈�⃗�𝑥 = 𝑏𝑏�⃗ , and then find  𝑈𝑈�⃗�𝑥�. 
 
 
 
 
 
 
 
/9 (d) Find the least squares solution  �⃗�𝑥�  to  𝐴𝐴�⃗�𝑥 = 𝑏𝑏�⃗ , and then find A�⃗�𝑥�. 
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/6 2. Where  �⃗�𝑥1 = �
1
1
1
� , �⃗�𝑥2 = �

1
2
3
�,  use the Gram-Schmidt Process to find vectors  𝑣𝑣1, 𝑣𝑣2  so 

that  𝑆𝑆𝑠𝑠𝑠𝑠𝑠𝑠{�⃗�𝑣1, �⃗�𝑣2} = 𝑆𝑆𝑠𝑠𝑠𝑠𝑠𝑠{�⃗�𝑥1, �⃗�𝑥2}  but where  𝑣𝑣1 ⋅ �⃗�𝑣2 = 0. 
 
 
 
 
 
/8 3. Given functions  𝑓𝑓(𝑡𝑡) = 1  and  𝑔𝑔(𝑡𝑡) = 𝑡𝑡,  use the Gram-Schmidt Process to find two 

functions that are orthogonal under the inner product  〈𝑓𝑓,𝑔𝑔〉 = ∫ 𝑓𝑓(𝑡𝑡)𝑔𝑔(𝑡𝑡)𝑑𝑑𝑡𝑡1
0 . 

 
 
 
 
 
 
 

For the final two problems,  𝐴𝐴 = 𝑃𝑃𝑃𝑃𝑃𝑃−1 = �1 −3
1 1� �

5 0
0 3� �

1 −3
1 1�

−1
= � 3.5 1.5

0.5 4.5 �. 

/6 4. The position  �⃑�𝑥  of a particle in a planar force field satisfies the equation  𝑑𝑑𝑥𝑥
𝑑𝑑𝑑𝑑

= 𝐴𝐴�⃑�𝑥. 

   Where  �⃑�𝑥(0) = � 7
11�,  find the function/formula  �⃗�𝑥(𝑡𝑡)  for the particle position at time 𝑡𝑡. 

 
 
 
 
 
 
 
 

 
 
 

/6 5. The size of two competing populations  �⃑�𝑥  change according to  �⃗�𝑥𝑘𝑘+1 = 𝐴𝐴�⃑�𝑥𝑘𝑘.  
Where  �⃑�𝑥0 = � 7

11�,  find the function/formulation for �⃗�𝑥𝑘𝑘. 
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