Math 260 Spring 2025 Ex

am 2

March 18, 2025
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Name:
Problem T/F 1 2/3 4/5 Total
Possible 46 25 15 14 100
Received

DO NOT OPEN YOUR EXAM UNTIL TOLD TO DO SO.

You may use a 3 x 5 card of notes (no calculator).

FOR FULL CREDIT, SHOW ALL WORK RELATED TO FINDING EACH SOLUTION.

Calvin and Hobbes

YOu KNOW, 1
DONT THINK

YEAH. ALL THESE EQUATIONS
ARE LIKE MIRACLES. You

MATH 1S A TAKE THO NUMBERS AND WHEN
SCIENCE, I YOU ADD THEM, THEY MAGICALY
THINK (TS BECOME ONE NEW NUMEER /
A RELIGION. 2 NO ONE CAN SAY HOW IT

HAPPENS. YOU EITUER BELIENE
T OR Nou DONT.
]
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by Bill Watterson

s A
RELIGION !

THIS WHOLE BoOK 1S Full
OF THINGS THAT WAk TO
BE ACCEPTED ON FAITH/

PSST..SUSIE! WHAT'S
12477

THANKS!

WAIT A MINUTE .
THAT CAN'T BE RIGHT..

THAT'S WHAT SHE
SAD 3+4 WAS.
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46 points  Answer the following True/False questions. Each question is worth 2 points. “True”
means always true or necessarily true. “False” means that it may be true sometimes
or under some circumstances, but not always or not necessarily. No explanation is
necessary whether true or false.

\ . -1 . -1 _ det(B)
alse Assuming A™* exists, det(A™'B) = R

True< Fals§ The nullspace of A is the set of all vectors % for which A0 = %.

@False The columns of any invertible 3 X 3 matrix form a basis for R3.

s

E [

True If S is alinearly independent set in V, then S issa basis for V.
. - I :
awle : g- f Z/' 9 ; V Is FR .

Tme@ If A isa4 X7 matrix (so 4 rows and 7 columns), then dim Row A@iim Col A.

o=

Almjs -

True (Falséy If A isa 4 X 7 matrix, then 4 < rank(4) < 7.
ramk(A) €4 since 4X7
=> at most 4 F}\Mf rows .

Tme@ If A isa4 X 7 matrix, then dim Nul A@B.
3

There will be at |east 3 ”’"'P;VOf colwmns,

<True false If A= PDP~!, where the columns of P are the eigenvectors of A and the entries
of diagonal matrix D are the corresponding eigenvalues, then the eigenvectors of AT
are simply the columns of (PT)1.

alse If [ﬂ 1s an eigenvector of a matrix, then [_}g] 1s also an eigenvector.



True The largest possible dimension of Nul A fora 3 X 7 matrix A is 3.

@ False
el
False

Tme@
True

At least 4 nem-pivot columns s,
dim N A 2 4

If AV = Av andif A hasaninverse, then A™10 =>v .

N

The set of vectors of the form [b] (for some a and b) is a subspace of R3.

Where H is a vector space and T(H) is the image of linear transformation T, then
dimT(H) < dimH .

If Av, = A,v; and Av, = 2,7, where ¥; and v, are linearly independent
eigenvectors of some matrix A, then it must be that /11 * A,.

Ca,v\ occun ﬁ? Same €-value. re,,nj'd

e-vectns caresponding 1o A FFeront e~v~wb-zidmll be
)

If the area in the figure at left below is 4, and if the area at right is the area at left
transformed by the matrix [ 1 , then the area at right is 8.

I WJ( be (1.25(¢).




True

False
@
True

@ False

Ifa 4 x4 matrix A hasrank 2, then Ax = b has an infinite number of solutions
for some right hand side b, no solution for some other right hand side b, and a
unique solution for yet another right hand side b.

S; A has 2 P;yo'f' CO/MS) Seo 2 mm-—;,;\/pj’ C?/Mg/

so 1 f AX = g has a silin, 1t wdl heve ‘M'ﬁwﬂ"{” Sol'ne
(2 fre Vaables)
S0 can't EVY h.we
a uMA:;;wC Solutren .

For v,,V, € R*, Span{v,,v,} is a subspace of R*.

For v,,v, € R*, {v,,7,} is a basis for Span{v,, v,}.

Example: 7 [ ) 2]
( 3
| e

The sum of three eigenvectors of a matrix is an eigenvector of that same matrix.

&nlj 1 f -/'Aej correspond 5 the Some e-value.

There is a value of k for which [i i] has an eigenvalue of 0.
ey M " ) —)
Dz,‘h&rminm?f s 0 <= é“‘( malTry <=

frn 14 -2k =0 D_ej' s O.
det(—A) = —det A.

True If the determinant |a b| = 3, then |a t2c b+2d)_ 6.
c d c d

alse

Let A bea 5 X 5 matrix with just three different eigenvalues. It is possible for A
to have a complete set of 5 linearly independent eigenvectors.



25 points 1. Consider the matrix A = [2 0

/12 Find (and show your work) the eigenvalues A; and A, and corresponding eigenvectors

s(1-AY-2)-2.0 = AN-a-2 = (-2 a+1)

det(A-2T)= [1-A 1
2 A

-
-

v; and U, of A. ’

- vectns: AR=AC <= (A= AT)X

0.
=0 = AN=2,71- - _
N2y | o]~ [V -t[o] ¥ X7O= x'
Lz-Q_IO] Cc o0 |0

Q:=2 1]o] [ ;— o] xt3X=0=} x.’
| | o 0 0 Xy

2
i€ any MW“’P'{ ”f[ / 1—6[2/]

][*1 3,071 of A.

A

/2 Give two different diagonalizations PDP~! = [, 2][

B Es R e P P
! o-11l1 2 z I :
/4 Let B be the R? basis with eigenvectors ¥, and ¥,. Where X —[ 1] find [x]g, the

co-ordinates of X with respectto B. (Thatis, find ¢; and c, so that X = c1v1 + c,U,. )

G = (i) ef2] =0 3] = () 2]
—“/7[\:@@ Ix]é‘j find ASjNo:ethat 25. 3(96)/ [’ ]- [-2’
A% = A (5[‘]..2[°21]) []+(- (—z)(]

(2] o mAT

(1 /[ 2k :}M (2 ul ()

(K]
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5 points 2. Use Cramer’s Rule to find x5 (not x; or x,) in the linear system 4x; + 2x,
5x; + x3

|42 2| _ (2
s = e | =E[s 1| - E(341~s’-4)

LB'gg 3021,
SO |

10 points 3. Consider probability matrix P = ['2 2] and initial vector ¥, = [7 0]. Let x, = P*x,

/2 Flndxl-[g 0]70/ ‘12.
)-&

/6 Find %, = 4 w here Pi ,?<'> (P-T
e[ fi

'-ogoqof\r —2%0
$-4[c] (o oo

b

—b

/1 Find the eigenvector of P that correspOnds to eigenvalue 1.

/1 Find P*. [_

L
3 3
z 2/
> 3




8 points 4. Consider matrix A which is row equivalent to matrix B:

1 1 1 1 4 1 0 2
1 -2 4 2 5 0 1 -1
A=]1 1 1 3 6|, B=|0 0 0
1 3 -1 4 7 0 0 0
1 2 0 5 8 0 0 0
/2 Find a basis for Col A :
Cﬂ/twmf 1,2,4 oF A
/2 Find a basis for Row A :
Firet three rows 95 /4 n B.
/4 Findabasis for vula: X1 ¥ 13 Xs = o
x‘ '—XB ’0
X., =0
% N
;" =X L[t X[ o Tie basis,
X, 0 -1
| Xs o |

6 pomts 5 Prove that the nullspace of a m X n matrlx is a subspace of R™.

‘r,c x,, v € Nul A then A% =0, AX,= 0.
(x+x) Ax+ AKX, = 0+0 o
_> T+x, € Nul A
Also /4(”‘)‘CAX - ¢0 = °
=5 c:)( € /\/u[A’
A, AlD = g =@ N4

SO r OO
OO RrRrOoOW



Invertible Matrix Theorem for n x n matrix A




