Math 260 Spring 2025 Exam 2 March 18, 2025
Name:
Problem T/F 1 2/3 | 4/5 Total
Possible 46 25 15 14 100
Received

DO NOT OPEN YOUR EXAM UNTIL TOLD TO DO SO.

You may use a 3 x 5 card of notes (no calculator).

FOR FULL CREDIT, SHOW ALL WORK RELATED TO FINDING EACH SOLUTION.

Calvin and Hobbes

YOU KNOW, T YEAW. ALL THESE EQUATIONS
DONT THINK ARE LIKE MIRACLES. YU

MATH 1S A TAKE THO NUMBERS AND WHEN
SQENCE, I You ADD THEM, THENX MAGICALY

THINK (TS
A RELIGION.

BECOME ONE NEW NUMEER. /
: NO ONE CAN SA{ HOW IT
HAPPENS. YOU EITUER BELRVE

T OR Nou DONT,
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© TP Waterson Darouied Dy Unvenis

by Bill Watterson

THIS WHOLE BoOK 1S FUlL
OF THINGS THAT WA TO
BE ACCEPTED ON FAITH!
s A
RELIGION !

AND N THE | AS A MATH
PUBLIC SCHODLS| ATHEIST, [
NO LESS. CALL [SHOULD BE EX(USED
A LAWNER. FROM THIS .

PSST..SUSIE! WHAT'S A

2477 BILLION THANKS !

WAIT A MINUTE .
THAT CAN'T BE RIGHT..

THAT'S WHAT SHE
SAD 3+4 WAS.




46 points
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Answer the following True/False questions. Each question is worth 2 points. “True”
means always true or necessarily true. “False” means that it may be true sometimes
or under some circumstances, but not always or not necessarily. No explanation is
necessary whether true or false.
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det(B)
det(4) *

Assuming A~1 exists, det(A™'B) =
The nullspace of A is the set of all vectors % for which A0 = .

The columns of any invertible 3 X 3 matrix form a basis for R3.

If S isalinearly independent setin V, then S is a basis for V.

If A isa4 X 7 matrix (so 4 rows and 7 columns), then dim Row A < dim Col A.
If A isa4 X 7 matrix, then 4 < rank(4) <7.

If A isa4 X 7 matrix, then dimNul A < 3.

If A= PDP~! where the columns of P are the eigenvectors of A and the entries
of diagonal matrix D are the corresponding eigenvalues, then the eigenvectors of AT
are simply the columns of (PT)71.

If [i’] is an eigenvector of a matrix, then [_Eg] is also an eigenvector.
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The largest possible dimension of Nul A fora 3 X 7 matrix A is 3.

If AV =Av andif A has an inverse, then A~ v ==v .

BN

a
The set of vectors of the form [b] (for some a and b) is a subspace of R3.
1

Where H is a vector space and T(H) is the image of linear transformation T, then
dimT(H) < dimH .

If Av; = A,v; and Av, = A,U, where ¥; and v, are linearly independent
eigenvectors of some matrix A, then it must be that 4, # 4,.

If the area in the figure at left below is 4, and if the area at right is the area at left
transformed by the matrix [1i5 115], then the area at right is 8.
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Ifa 4 x4 matrix A hasrank 2, then Ax = b has an infinite number of solutions
for some right hand side b, no solution for some other right hand side b, and a
unique solution for yet another right hand side b.

For v,;,7, € R*, Span{v,,v,} is a subspace of R*.
For v,,D, € R*, {v,,7,} is a basis for Span{v,, v,}.

The sum of three eigenvectors of a matrix is an eigenvector of that same matrix.
. . 1 2 .

There is a value of k for which [k 4] has an eigenvalue of 0.

det(—4) = — det A.

= 6.

If the determinant |(z Z| = 3, then |a 4;20 b+ 2d

d

Let A bea 5 X 5 matrix with just three different eigenvalues. It is possible for A
to have a complete set of 5 linearly independent eigenvectors.



25 points 1. Consider the matrix A = B (1) .

/12 Find (and show your work) the eigenvalues 4; and A, and corresponding eigenvectors
¥, and v, of A.

) ) . .. w 04 01, .
/2 Give two different diagonalizations PDP~! = [#; ¥,] [01 1 ] [V, ¥,]71 of A.
2

A A2 O |

/4 Let B be the R? basis with eigenvectors ¥; and ¥,. Where ¥ = [_i], find [X]p, the

co-ordinates of X with respectto B. (Thatis, find ¢; and c, sothat X = ¢;U; + ¢,7,.)

/7 Where % = [_i] find ASZ. (Note that 25 -3 = 96.)

:



5 points 2. Use Cramer’s Rule to find x5 (not x; or x,) in the linear system 4x; + 2x, =

10 points 3. Consider probability matrix P = [g g] and initial vector X, = [0

2

/6

/1

/1

Flnd 55)1 .

Find X .

Find the eigenvector of P that corresponds to eigenvalue 1.

Find P*.

3x;

5x;

70]'

N

+x3 - 11

Let 'fk = Pk.fo.



8 points 4. Consider matrix A which is row equivalent to matrix B:

1 1 1 1 4 1 0 2 0 3
[1 -2 4 2 5] [0 1 -1 0 0]
A=|1 1 1 3 6|, B=|0o 0 0 1 1]
ll 3 —1 4 7J 0 0 0 0 Oj
1 2 0 5 8 0 O 0 0 O
/2 Find a basis for Col A :
/2 Find a basis for Row A :
/4 Find a basis for Nul A:

6 points 5. Prove that the nullspace of a m X n matrix is a subspace of R™.



Invertible Matrix Theorem for n x n matrix A




	Name:  __________________________________________
	You may use a 3 × 5 card of notes (no calculator). 
	For full credit, show all work related to finding each solution.


