
   
Math 260  Fall 2022                           Exam 3 November 21, 2022 

 
 

Name:  __________________________________________ 

Problem T/F 1 2 3 / 4 Total 

Possible 40 32 12 16 100 

Received      
 
 

DO NOT OPEN YOUR EXAM UNTIL TOLD TO DO SO. 
You may use a 3 × 5 card of notes,  

FOR FULL CREDIT, SHOW ALL WORK RELATED TO FINDING EACH SOLUTION. 
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40 points T/F. Answer the following 20 True/False questions.  Each question is worth 2 points.       
Note: “True” means always true or necessarily true.  “False” means that it may be 
true sometimes or under some circumstances, but not always or not necessarily.                 
No explanation is necessary whether true or false. 

 
 
True  False If  ܹ = ,Ԧଵݒ}݊ܽݏ ሬԦݑௐ݆ݎܲ  Ԧଶ},  thenݒ = ௨ሬሬԦڄ௩ሬԦభ

௩ሬԦభڄ௩ሬԦభ
Ԧଵݒ + ௨ሬሬԦڄ௩ሬԦమ

௩ሬԦమڄ௩ሬԦమ
 .Ԧଶݒ

True  False ݑሬԦ െ  .ܹ  ሬԦ  is parallel toݑௐ݆ݎܲ

True  False ݔܣԦ = ሬܾԦ  always has a unique least squares solution. 

True  False If  ݔԦ  is the least squares solution to  ݔܣԦ = ሬܾԦ,  then for any other  ݔԦ  we have  
ฮሬܾԦ െ Ԧฮݔܣ  ฮሬܾԦ െ  .Ԧฮݔܣ

True  False The angle between vectors  
1
2
3
൩  and  

െ8
െ5
   6

൩  is  90ל. 

True  False The distance between vectors  ݑሬԦ  and  ݒԦ  is  ԡݑሬԦ +  .Ԧԡݒ

True  False For a square matrix  ܣ,  vectors in  ܣ ݈ܥ  are orthogonal to vectors in  ்ܰܣ ݈ݑ. 

True  False If  ԡݑሬԦ + Ԧԡݒ < ԡݑሬԦԡ + ԡݒԦԡ,  then  ݑሬԦ ڄ Ԧݒ ് 0. 

True  False A linearly independent set of non-zero vectors must be an orthogonal set. 

True  False An orthogonal set of non-zero vectors is linearly independent. 
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True  False ൞൦

1
1
1
1

൪ , ൦
1

െ1
1

െ1

൪ , ൦
1
1

െ1
െ1

൪ൢ  is an orthogonal basis for  ܴସ. 

True  False If  ܮ  is a line through the origin and if  ݕԦ  is the orthogonal projection of  ݕԦ  onto  
Ԧݕthen  ԡ  ,ܮ െ  .ܮ  Ԧ  toݕ  Ԧԡ  gives the distance fromݕ

True  False If the columns of  ܣ  are orthonormal, then for any vector  ݔԦ  we have ԡݔܣԦԡ = ԡݔԦԡ. 

True  False If  ݆ܲݎ ௩ሬԦ ݑሬԦ = ቂ12ቃ, then ݆ܲݎ ଷ௩ሬԦ ݑሬԦ = ቂ36ቃ. 

True  False If  ݆ܲݎ ௩ሬԦ ݑሬԦ = ቂ12ቃ, then ݆ܲݎ ௩ሬԦ 3ݑሬԦ = ቂ36ቃ. 

True  False If  ܷ  and  ܸ  are orthogonal matrices (if  ்ܷܷ = ்ܸܸ  and  ܫ =  then their  ,(ܫ
product  ܷܸ  is orthogonal.    

True  False Given a linearly independent set of vectors  {ݒԦଵ, ,Ԧଶݒ … ,  Ԧ}, dividing each by its ownݒ
length  { ௩ሬԦభ

ԡ௩ሬԦభԡ
, ௩ሬԦమ
ԡ௩ሬԦమԡ

, … , ௩ሬԦ
ԡ௩ሬԦԡ

}  will result in an orthonormal set of vectors. 

True  False If  ߣଵ  and  ߣଶ  are eigenvalues of  ቂcosߠ െ sin ߠ
sin ߠ    cos |ଵߣ| ቃ, thenߠ = 1  and  |ߣଶ| = 1. 

True  False If the columns of  ܷ  form an orthonormal basis for  ܴ,  then for  ݕԦ א ܴ,  ܷ Ԧݕ்ܷ =  .Ԧݕ

True  False The projection of  ቂ12ቃ  onto  ݊ܽݏ{ ቂ34ቃ , ቂ56ቃ}  is   7/2
1/2൨. 
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32 points 1. We are interested in finding the solution to 
ݔ + ݕ3 = 0
ݔ + ݕ2 = െ1
ݔ + ݕ   = 4

 

 /7 With more equations than unknowns, likely this system does not have an exact solution.  
So let’s do the best we can.  First (and being careful with your arithmetic) find the least 
squares solution  ݔԦ  to  ݔܣԦ = ሬܾԦ  where 

ܣ = 
1 3
1 2
1 1

൩  and  ሬܾԦ = 
0

െ1
4
൩. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 /2 Compute  ݔܣԦ  using the above  ݔԦ  you just found.  (Recall that  ሬܾԦ = Ԧݔܣ =    ሬܾԦ  is ݆ݎܲ
the closest we can get to building vector  ሬܾԦ  using the columns of  ܣ.)   

 
 
 
 

 /2 Find  ሬܾԦ െ  ሬܾԦ, and confirm that  ሬܾԦ െ  ሬܾԦ  ٣  the columns of  ܣ. 
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Problem 1 continued (careful in doing your arithmetic!) 

 /6 We still want to find  ݆ܲݎ   ሬܾԦ,  where  ܣ = 
1 3
1 2
1 1

൩  and  ሬܾԦ = 
0

െ1
4
൩.  But this time 

we’ll do it a bit differently.  First, use the Gram-Schmidt Process to construct two 
orthogonal vectors whose span is the same as the two columns of matrix  ܣ.  That is, 

where  ݑሬԦଵ = 
1
1
1
൩  and  ݑሬԦଶ = 

3
2
1
൩,  find  ݒԦଵ  and  ݒԦଶ  so that  ݒ}݊ܽݏԦଵ, {Ԧଶݒ =   ,{ሬԦଶݑ,ሬԦଵݑ}݊ܽݏ

but where  ݒԦଵ ٣  .Ԧଶݒ
 
 
 

 
 
 

 /7 Of course your  ݒԦଵ  and  ݒԦଶ  should be orthogonal.  Using this fact,  find  ݆ܲݎ ௩ሬԦభ,௩ሬԦమ  ሬܾԦ             
(or if you prefer the alternate notation, find  ݆ܲݎ ௐ ሬܾԦ,  where  ܹ =  .({Ԧଶݒ,Ԧଵݒ}݊ܽݏ

 
 
 
 
 
 
 
 /8 Using your work above, find the  ܴܳ-factorization of  ܣ  where  ܳ  has orthogonal 

columns and  ܴ  is upper triangular.  (+1 point extra credit if you find  ܳ  and  ܴ  so that 
the columns of  ܳ  are orthonormal). 
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12 points 2. We’ll determine what a 2 × 2 matrix  ܣ  does to a vector by examining the long term 
behavior of multiplying some vector by    and by  ି. 

  Given initial vector  ݔԦ = ቂ 2
െ1ቃ, where  ݔԦାଵ =  Ԧ,  we have (approximately)ݔ 

 11 10 ڮ 1 0 ݇

Ԧ ቂݔ 2
െ1ቃ ቂ74ቃ ڮ ቂ3 × 10ହ

3 × 10ହ
ቃ ቂ9 × 10ହ

9 × 10ହ
ቃ 

  and (now using ݔԦ = ቂെ2
1ቃ) where  ݔԦାଵ =  Ԧ  we have (approximately)ݔ ି

 27 26 ڮ 1 0 ݇

Ԧ ቂെ2ݔ
1ቃ ቂ0.17

1.33ቃ ڮ ቂ2 × 10ି଼
4 × 10ି଼

ቃ ቂ1 × 10ି଼
2 × 10ି଼

ቃ 

  Find  ܣଷݔԦ  where  ݔԦ = ቂ23ቃ.    Hint: estimate the eigenvalues and eigenvectors from the 
above information, find  ݔԦ  as a linear combination of those two eigenvectors, and then 
compute  ܣଷݔԦ. 

 
  

Ptfe

IS 98

3
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/8 3. Given functions  ݂(ݐ) = (ݐ)݃  and  ݐ =  ଶ,  use the Gram-Schmidt Process to find twoݐ
functions that are orthogonal under the inner product  ۄ݃,݂ۃ =  ଵݐ݀(ݐ)݃(ݐ)݂

 . 
 

 
 
 
 
 
 

 
 

/8 4. Suppose that for two populations (let’s say Owls  ܱ  and Rats  ܴ), in month  ݇  their 
populations are  ܱ  and  ܴ  where  

ܱାଵ = 1.42 ܱ + 0.02 ܴ
ܴାଵ = 0.08 ܱ + 1.48 ܴ

 

  with initial populations of  ܱܴ
൨ = ቂ 7

13ቃ.  The eigenvectors of  ቂ 1.42 0.02
0.08 1.48 ቃ  are               

ቂ 1
െ1ቃ  and  ቂ14ቃ  with corresponding eigenvalues of  1.4  and  1.5  respectively.   

  Find a general expression/formula for  ݔԦ = ܱܴ
൨. 

 
 
 
 
 
 
 
 
 
 

 
/2  Extra credit.  The above is the discrete version of this problem.  What would the 

continuous version of this problem be and what would the corresponding solution be? 
 


