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40 points T/F. Answer the following 20 True/False questions. Each question is worth 2 points.
Note: “True” means always true or necessarily true. “False” means that it may be
true sometimes or under some circumstances, but not always or not necessarily.
No explanation is necessary whether true or false.

True If W = span{v,,v,}, then Proj,u =
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True U — Projy, U is parallel to W.
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True Falsd Ax=5h always has a uﬁ@ least squares solution.
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@ False If X is the least squares solution to AX = I;, then for any other X we have
b — A%|| < ||b — A%||.
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False The angle between vectors [2‘ and [—5] is 90°.
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True False) The distance between vectors 4 and v is ||[U + V||.
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True) False For a square matrix A, vectors in Col A are orthogonal to vectors in Nul AT,

True If ||u+ 7| < |[ull + |I?]|, then U - ¥ # 0.
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True @ A linearly independent set of non-zero Vectors must be an orthogonal set.

False An orthogonal set of non-zero vectors is linearly independent.
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True 1‘,1_1‘,14 is an orthogonal basis for R*.
1l =11 [—1 /V-Z&/ 2 471 V&o’/’m; 7Cp-. /'/2"‘ basrs,

alse If L isaline through the origin and if y is the orthogonal projection of y onto
L, then ||y — y|| gives the distance from y to L. 3
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False Ifthe columns of A are orthonormal, then for any vectof ¥ we have ||AX|| = ||X]|.
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True IfProj;;z_i=B],thenProjﬁﬁ’:W. ts stll [a]
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False If Proj;u = [2] then Proj 3 3uU = ]
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rue|False If U and V are orthogonal matrices (if UTU =1 and VTV =1), then their
product UV is orthogonal.

True Given a linearly independent set of vectors {¥y, Uy, ..., U, }, dividing each by its own
length { ——1 will result in an orthonormal set of vectors.
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sin 0 COSQJ then [A;| =1 and |4,]| = 1.
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True /False If the columns of U form an orthonormal basis for R™, then for y € R™, UUTy = y.

alse If A4; and A, are eigenvalues of [
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32 points 1. We are interested in finding the solution to

x+3y = 0
x+2y = -1
x+y = 4

/7 With more equations than unknowns, likely this system does not have an exact solution.
So let’s do the best we can. First (and being careful with your arithmetic) find the least

squares solution X to A% = b where
1 3
1 2] and b—[ ]
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/2 Compute AX using the above X you just found. (Recall that b =A% = Proj co1a b is
the closest we can get to building vector b using the columns of A.)
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/2 Find b — l:)) and confirm that b — b 1 the columns of A.
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Problem 1 continued (careful in doing your arithmetic!)

1 3 . 0
1 2| and b =|-1{.
1 1 4
we’ll do it a bit differently. First, use the Gram-Schmidt Process to construct two

orthogonal vectors whose span is the same as the two columns of matrix A. That is,

/6 We still want to find Proj co; 4 B, where A = But this time

where U, = [1] and U, = [2], find v; and v, sothat span{v,,v,} = span{ii,, i,},

but where ¥; 1 7,.
ot N l
V. = unu <

| ! | .

: /
- ~ = (3] _¢f1].
= u, -~ U’ ,'lz/ ;(1)-0
2 -

]

~ ~ ~ - ~ -~
(’\)oﬁ'oe-' Vv, = Uy "2-\',; so 2749 = %)

2
/7 Of course your v; and ¥, should be orthogonal. Using this fact, find Proj 3, 3, b

(or if you prefer the altemate notation, find Proj , b, where W = span{B,, #,}).
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/8 Using your work above, find the QR-factorization of A where @ has orthogonal
columns and R is upper triangular. (41 point extra credit if you find ¢ and R so that

the columns of Q are orthonormal).
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12 points 2.

We’ll determine what a 2 X 2 matrix A does to a vector by examining the long term
behavior of multiplying some vector by A and by A~ 1.

Given initial vector X, = [_ﬂ, where X4, = A X, we have (approximately)e vecioe ¢ ~Value

k 0 1 10 11 o I iy
. 2 q 3% 10°7|[9 x 10° W ('} ;\' ’
Tk [—1] H [3 x 105] [9 x 105]

and (now using X, = [_ﬂ) where X,,; = A~1 %, we have (approximately)
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Find A3X where X = [g] Hint: estimate the eigenvalues and eigenvectors from the

above information, find X as a linear combination of those two eigenvectors, and then
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3. Given functions f(t) =t and g(t) = t?, use the Gram-Schmidt Process to find two
functions that are orthogonal under the inner product (f, g) = | 01 f(t)g(t)dt.

Keep T. Then wnse C/1§-‘

j" (&;'F) _F = ‘ﬁz' Lt'f’£+ -
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't&"’ l/‘-f' _6 = t
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iou cowld check +hat <'{: t "_'t > o .
/8 4. “Suppose that for two populations (let’s say Owls 0 and Rats R), in month k their
populations are O, and Rj, where
0k+1 =142 0k + 0.02 Rk
Ry,1 =0.080, + 1.48 Ry,
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1.42 0.02

s : 00] _[7 i
with initial populations of [Ro = [ 13]. The eigenvectors of [ 0.08 148 ¢

[ 1] and Lﬂ with corresponding eigenvalues of 1.4 and 1.5 respectively.

0
Find a general expression/formula for x, = k
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The above is the discrete version of this problem. What would the
be and what would the corresponding solution be?
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