Section 4.4 Conditional Probabilities and Independence
Math 141

Main ideas

Two types of probabilities given events A and B and sample space S:
Probability of A:

= S04
Pr(4) = =
Probability of A, given that B is true (or has occurred):
__n(AnB)
Pr(A|B) = o
Pr(4|B) = "PL(;;’) thus Pr(A n B) = Pr(B) Pr (4|B)
Pr(B|A) = PPL(;;” thus Pr (A N B) = Pr(4) Pr (B|4)

If A is independent of B (and similarly if B is independent of A):
Pr(4|B) = Pr(4)
Pr(An B) = Pr(B) - Pr(A|B) = Pr(B) - Pr(A) = Pr(A)-Pr(B)
Observation:
Suppose that A is independent of B. Then Pr(A m B) = Pr(A)-Pr(B|A) = Pr(A)-Pr(B).

Then Pr(B)-Pr(A|B) = Pr(A m B) = Pr(A)-Pr(B), which means that Pr(A|B) = Pr(A), i.e.
B is independent of A. In other words, A and B are independent of each other.

Observations

S Rr(elr) #Pe(e) o Pr(clF) # Pr(Fle)

> Pr(FIC)? Pr(F) ~ Pr(clF)+Pr(c’IF) =1
Problems

1. Studentsin our class: from California (or not) and Female (or not):

c - PrQ)= 12 /21 Pr(C’) = ‘?/u
e Prif)= F (21 prey= 44 [21
o
2 PriCIF)= 3 /} Pr(C'|F) = T/7
c c Pr(C|F) = ‘f//q prciF)= 2 /1Y
Pr(F|C) = 12 Pr(F’|C) = 2
s g | fFlo)= 2/ Fia= 1/

Pr(F|C')= 4/£f PrFIC)= 7 /9



2. Roll 2 dice. We're interested in the sum. Sum of 2 dice

E is event that sum is odd. 1 2 3 4 5 6
F is event that sumis < 7. 112 (3|4 |5]|6]|7
2 (3|4 |56 |78
PE(E) = tg/gé 3[4 |5|6|7]|8]09
‘ 45|67 |8]|9]10
P - 2’ >
(F) /3 ¢ 5/6|7|8|9|10|11
pr(EnF)zll/BL} 6|7 |8|9]10]/11]12
Pr(E|IF) = | 2/2 /
Pr(FIE) = |2 /: g
3. Suppose there is a bin with 4 green and 6 blue balls. Choose two balls.
Consider the events: ~ G1 = “first ball is green” B1 = “first ball card is blue”
G2 = “second ball is green” B2 = “second ball is blue”

First find:

Pr(both balls are green) = C(‘f, Z)' C'/’&,D)/C' (/9,2) = Iz /7@
Pr(both balls are blue) = C (4,0 C(¢,2) /C(lﬂ/ 2) = 30 /‘/’0
Pr(one ball is green, one ballis blue) = ¢ (4, 1)+ C (¢, I)/C[m,z) = 4§ /769
Next find:

Pr(G1) = 4//0

Pr(B1) = 0?/’0

Pr(G2|G1) = 3/‘7

Pr(B2|G1) = C;/‘i

Pr(G2|B1) = 4/?

Pr(B2|B1) = 9

PrzellmGZ)f/'!!r(Gﬂ) g P"(Gzlé”) - %' ;”3, i :7%

Pr(B1 M B2) = Pr(Bl)' P'/(@Z{E’l) - :E% - ?i%%
pric1nB2)= Pr (G1)° Pr(ﬁzm/) - iE'é(?' ) % Lf_%
Pr(B1 N G2) = Pr (:BI) . Pr’ (612!.61 ) /%) ; % ) %’; qe



Political party
D R | | Total

4. Consider the information in the table at right.

Pl AP0 o . Ho 8™ | 400 700 | 300 | 1400
2500 g | ¢ [ 600 | 300 [200] 1100
1 Total 1000 1000 500 2500
Pr(F) = = .,
2S00 Lfl?l
wwifs 20 o o3 (which # . 40)
(10D
rElRls 220 o g (whach 744 )
Leco d
Pr(RMNF) = +3M = ‘Z— (wlru[ll #(:L[’O)[-ql’) )
2S0p

Are “being Republican” and “being female” independent? /\/0.

What exactly does this mean?
[N N )
5. Suppose that Pr(E) =0.3, Pr(F) = 0.4, Pr(E n F) =0.2. Are E and F independent?

el T(ENF) =2 o o (fPf(C)) A

Pr(F) Lf’
PFIE= B(FNE) = .2 x, 07 (£ Pr(F))
P-(E) 0 2

Also note that Pr(E m F) # Pr(E)-Pr(F).

6. Suppose that Pr(E) = 0.5, Pr(F) =0.4, Pr(E " F) =0.2. Are E and F are independent? r;

= PP(ENF) = .2 =, 5 (= P (E))

"~ Pr(F) 4 | T
Pr(F|E) = w o2 ,‘T('; Pr(FU
Pr(€) "4

Also note that Pr(E ™ F) = Pr(E)-Pr(F).



7. A hospital uses two tests to classify blood. Every blood sample is subjected to both tests.
C | ® The first test correctly identifies blood types with probability 0.70.
C 2 ® Thesecond test correctly identifies blood type with probability 0.80.
e The probability that at least one of the tests correctly identifies the blood type is 0.90.
Find the probability that both tests correctly identify the blood type.

Pr(ci n c2)= Pr(c)+ Pr(ce) - Pr(ct ond < )

0?0 ’%y ’8’6’/ f
0 70 f"cgz) e (/\0 :0’ Q"tO

Determine the probability that the first test is correct given that the second test is correct.
P-(ci|c2) = Pr(e) ad C2) = 7-{(> 12 (m))
'P r’(C 5 : ﬁ?

Determine the probability that the second test is correct given that the first test is correct.
P["CCZIC'): Pr(CZ:w&?CI):,ﬁe‘xog(p (> PF(C2)>
P’(C‘ ) ¢ '7(,')

Are the events “Test 1 correctly identifies the blood type” and “Test 2 correctly identifies
the blood type” independent?

Ne. Pr(alez)#Pr(a) T b
Pr(calel ) 7 Price)  mme tibody.
8. Suppose we know what percentage of spouses within married couples smoke:
Pr(Woman Smokes) =
Pr(Man Smokes) =
Pr(Both Smokes) = .10

Is one spouse smoking independent of other smoking, ér is there dependency\? €S,

Pr(WS|MS) = P”(WS “*‘eMS) =l ,3 > P?— wg')
r(MS) a-5l29

Compare this to Pr(WS) = .20. So the man smoking makes it more likely that the
woman also smokes. The same is true in reverse:

Pr(MS|WS) =, lp =.5 which > Pr(MS) by the same proportion.
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M = M o Live s W= Wawan Aiveg

9. Consider an older married couple. Based on their demographics (age, smoke or not,
drink or not, etc.), the probability that the husband will be alive ten years from now is
0.90 and the probability that the wife will be alive ten years from now is 0.95.
Assuming that the outcomes (of living and dying) for each are independent, what is
the probability that at least one of the two will be alive in ten years?

P,,(MM w) = (.9 »‘?'>/) :@Fo\,ﬁg

P:(N\Mw)':(‘l@)(ag) 945’5 _
PAM' ok W)= (1o @’/ 970::& aziﬁ;f
Dr(m ek W) = (vw)('af)': i @ s

10. Independence vs. mutually exclusivity:

Independent and mutually exclusive. ot independent and mutually exclusive.

E F /Vﬁ . f’ E F
Wﬁb Je o

P(E]F) =

Not independent and not mutually exclusive.

=0 7 P(F)

Independent and not mutually exclusive.




